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1 Introduction

RAN#71 in March approved a 5G SID [1], whose initial aspect for RAN2 is to study the radio protocol architecture and procedures. According to the SID, New RAT targets a single technical framework addressing all usage scenarios, requirements and deployment scenarios defined in TR38.913 [2] including eMBB, mMTC and URLLC and should support and optimize for different traffic characteristics and required QoS
This contribution aims to identify L1/L2 features which affect supporting of QoS requirements for the various services and discusses specification issues for the New RAT.
2 Discussion
For different 5G use cases (eMBB, URLLC and mMTC), potential requirements on data rate, latency, mobility, reliability, power consumption and connection density, would be at widely different levels, as shown Table 1 [3]. 
Differing Requirements of 5G Use Cases
For instance, eMBB should gratify very high volume of traffic, high bit rate but extreme reliability and accuracy may not be needed. On the other hand, URLLC places more importance on ultra-high reliability and low latency. 
Table 1: Performance requirements of 5G services, i.e. eMBB, mMTC and URLLC [3]
	
	eMBB
	mMTC
	URLLC

	Data Rate
	Very high
(e.g. peak rate 10 Gbps)
	Not much considered
	Not much considered

	Latency
	Low
	Not much considered
	Very Low
(e.g. 1 ms end-to-end)

	Mobility
	0km/h to 500km/h
	Not much considered
	Not much considered

	Reliability
	Not much considered
	Not much considered
	Very High
(e.g. Packet loss rate: as low as 1e-04)

	Power Consumption
	Not much considered
	Very Low
	Not much considered

	Connection Density
	High

(e.g. 200-2500 UEs/km2)
	Very High
(e.g.1M connections/ km2)
	High
(e.g. 10k device/10km2)


To support various usage scenarios of NR, PHY numerology needs to be optimized for each service, and frame structure for new radio interface should consider all services within a single technical framework of NR. RAN1 agreed that multiplexing different numerologies within the same NR carrier bandwidth (from the network perspective) is supported. RAN1 defined contiguous frequency resources using one numerology in a NR carrier as a frequency resource group (FRG). The possible agreement in RAN1 is that, multiple FRGs with different numerologies would be supported in one NR carrier, and multiple FRGs in discontinuous frequency resources in a NR carrier can use the same or different numerology [4]. Because of the support of different numerologies for different service verticals, NR radio resource would inevitably be separated in time-frequency-space-code domain for each service vertical.
Observation 1: For supporting all services within a single technical framework in network aspect, L1 is considering different numerology and frame structure for each service vertical, and thus NR radio resource needs to be inevitably separated in time-frequency-space-code domain.
Considering the separation of L1 radio resource per service vertical, L2 needs to provide service-specific functions and configurations in each protocol layer that could be tailored to particular needs of a service vertical in NR. I.e. 5G services may not benefit from having one set of L2 functions defined for all services in a given 5G protocol. For instance, header compression and ciphering in PDCP layer could potentially be omitted depending on the vertical being served. RLC also can operate with unacknowledged mode only (e.g. sensor) or acknowledged mode only (e.g. mission critical services). In MAC/PHY, carrier aggregation may not be needed in all the scenarios as it has impacts on battery consumption. H-ARQ can be optimized for spectral efficiency (massive broadband), coverage (sensor, IoT), reliability (mission critical services) or latency (tactile Internet) [5]. The benefit of service specific RAN design comes from maximizing the utilization of radio resources by reducing system overhead, optimized support for the required mobility level and enhancing UE energy efficiency according to service requirements [6]. 

As we discussed above, NR should address the needs of different use cases with diverse level of requirements and thus PHY radio resource may be separated with different numerology and L2 also needs to provide service-specific functions and configurations. This combination of PHY resource component and L2 configuration/functions can be defined as ‘RAN Slice’ and referred by ‘Slice ID’.
Proposal 1: The combination of L1 resource component and L2 configuration/functions, to address the needs of different services and requirements, can be defined as ‘RAN Slice’.
RAN slice as a part of network slice to support E2E QoS of service providers
Network slicing aims to enable the service provider to create networks customised to provide optimized solutions for different market scenarios which demands diverse requirements [7]
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[8]. Network slicing should make it possible to support several different virtual networks on the same physical network infrastructure in order to reduce costs and energy consumption compared to deploying separate physical networks for the different use case or business scenarios. Figure 1 shows the high level architectural requirements of SA [8], SA decides to support network slicing as a key issue #1, that is how to enable operators to use the network slicing concept to efficiently support multiple 3rd parties (e.g. enterprises, service providers, content providers, etc.).
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Figure 1. High level architectural view for the NextGen System [8]
Because network slice needs to support E2E QoS per service provider from CN to UE, RAN slice can be considered as a part of network slice. It is clear that different service verticals will require different handling/configuration by RAN protocol layers. From core network to the PHY layer, QoE/QoS control can be optimized in a service-specific way. It remains to be studied how this different handling/configuration can be best modelled. For instance, RAN slice may be modelled as a static mapping between PHY resource per service and corresponding radio bearers with service specific configurations. Or the static configuration can be enhanced to support dynamic flow to PHY resource binding for increased spectrum efficiency and flexibility. RAN needs to introduce a proper modelling concept to support E2E per service QoS handling explained above [9].
Slice-aware RAN operation for both slice protection and dynamic multiplexing  
It is envisioned that vertical industries, over-the-top (OTT) service providers or mobile operators themselves may each want to manage a RAN slice as if it were a separate dedicated RAN, even though the physical network and common resources such as radio resources and infrastructure, and transport links are shared.
Even though the legacy 3GPP networks support quality of service (QoS) in terms of radio bearers with QoS class indicators to prioritize different services, existing mechanisms are not enough to support all possible slicing scenarios. For instance, when slices are configured with different service operators, slice resource isolation should be ensured that the slice with a higher priory level is not compromised by UE’s attaching to a lower priory slice. To protect common channels or resources used by UEs for system access and to ensure that congestion in one slice does not impact negatively on another slice, some means to achieve isolation/separation between slice instances and the means to determine levels and types of isolation/separation will be required. Such concept of inter-slice protection is currently not supported by existing QoS mechanisms. For this reason it is required that the RAN should be aware of slice information. 
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Figure 2. Example of radio resource allocation for RAN slices of each service provider.
On the other hand, discrete partitioning of radio resources (where each partition has PHY numerologies optimized for each service) can lead to inefficiency in their usage. In cases where multiple slices share physical resources, it is preferable to assign slices dynamically in each PHY frame or sub-frame, to make it possible to adapt to rapidly changing traffic demand of each service. NR network needs to broadcast RAN slice information such as slice dedicated control channel information and inform radio resource partition for each slice which UE needs to look at for receiving data on each RAN slice.
Proposal 2: To maximize utilization of RAN resources, the dynamic sharing of radio resource among slices is required and RAN needs to broadcast slice information related to different service verticals.
3 Conclusion

Based on the above, RAN2 is requested to discuss and if possible agree on the following proposals:

Observation 1: For supporting all services within a single technical framework in network aspect, L1 is considering different numerology and frame structure for each service vertical, and thus NR radio resource needs to be inevitably separated in time-frequency-space-code domain.
Proposal 1: The combination of L1 resource component and L2 configuration/functions, to address the needs of different services and requirements, can be defined as ‘RAN Slice’.
Proposal 2: To maximize utilization of RAN resources, the dynamic sharing of radio resource among slices is required and RAN needs to broadcast slice information related to different service verticals.
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