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1 Introduction
The NR user plane is expected to provide improved performance over LTE in terms of data rates, latency, and energy usage. In [1], several quantitative and qualitative KPIs have been defined for the eMBB usage scenario, targeting DL(UL) data rates of 20Gbps(10Gbps), user plane latency of 4ms for both DL and UL, and requiring improved UE energy efficiency to permit higher data rates while minimizing modem energy consumption. These performance requirements are exacerbated by the likely adoption of shorter TTI, and will impose a significant burden on UE processing power, memory bandwidth, and power consumption. 
In this document, our intention is to use lessons learnt from developing LTE chipset implementations to guide NR UP design. Accordingly, we highlight some aspects of protocol design that can aid UE implementation in meeting the demands of high speed NR user plane. Our primary interest is not to suggest a protocol architecture for NR (please see [2] for details on our opinion on this matter), but to provide some general guidelines and specific examples that should be applicable to any chosen user plane protocol model for NR.
2 Discussion
In general, NR UP functions can be classified into real time and non-real time functions. As observed elsewhere (e.g., [2], [7]), real time functions refer to those tasks that depend on the stringent timing imposed by grant scheduling, while non-real time functions consists of tasks that do not depend on per TTI processing. In the case of LTE, real time functions would involve much of RLC and MAC layer processing, and non-real time functions would include PDCP layer processing like ciphering and header compression. In the case of NR UP, companies have proposed many options for the UP stack [6] including one, two, or three layers. Irrespective of the UP architecture chosen, it is clear that the lower L2 layer(s) and the physical layer will demand the most computation and memory resources. In the sequel, we examine both the computation and memory resource requirements with the aim of identifying key requirements for NR UP design.
2.1 Hardware friendly design
It is expected that NR modem designs will rely on hardware accelerators for high speed user plane processing. Hardware accelerators not only reduce the burden of computing from general purpose processers used in the modem, but also result in huge savings in silicon area. 
Proposal 1: NR UP protocol design should facilitate the use of hardware accelerators
Hardware accelerators perform best when they are used to perform repetitive tasks and their efficiency is hampered if they need to handle exceptional events. Accordingly we propose that packet header construction should be simplified as much as possible.
Proposal 2: Packet header processing should be made as simple without introducing any special handling, as far as possible.
In LTE RLC [3], the Length Indicator (LI) fields corresponding to different RLC segments are clubbed together followed by the RLC payload. Similarly, in LTE MAC [4], the MAC sub-headers for different MAC CEs and MAC SDUs are clubbed together in the MAC header, followed by the MAC payload consisting of zero or more MAC CEs, zero or more MAC SDUs, and optional padding. Collecting the headers in one place is desirable since it allows for efficient processing of payload content, and helps in avoiding cache misses.
Proposal 3: In the NR user plane, the LTE principle of providing header information in a single RLC/MAC header followed by RLC/MAC payload, should be followed.
However, the LTE RLC and MAC PDU design suffers from a few limitations because header information is distributed among different RLC fields and MAC sub-headers (one set of E and LI fields per RLC segment for RLC, and one MAC sub-header per MAC SDU/MAC CE), instead of being concentrated in a single location. Such a distributed design introduces dependencies between sub-header processing which is undesirable. For example, the last sub-header in the MAC PDU does not contain the length field, requiring the UE and eNB to derive the length of the last MAC SDU based on the length of the MAC PDU and other MAC SDUs and/or MAC CEs. Also the length field for each MAC SDU/MAC CE is provided in the corresponding MAC sub-header instead of being made readily available in a single field in the MAC header. Similar considerations also apply at the RLC layer. LTE’s distributed header design also requires the use of the extension field (E field) to distinguish whether successive bytes form a new sub-header or are part of the RLC/MAC payload.
Proposal 4: NR UP header design should enable organization of header information in a compact fashion enabling immediate and parallelizable processing.
LTE UP design contains several optimization at different layers to save overhead by designing headers more efficiently. However, these optimizations result in additional processing overhead. At the high speeds at which eMBB NR UP is supposed to operate, it may make more sense to simplify processing rather than save on header overhead. 
Proposal 5: RAN2 is requested to compare the trade-offs involved in reducing header overhead and reducing protocol related computation in the design of NR UP.
Below, we discuss two specific examples of LTE L2 design where the focus on decreasing overhead has resulted in more complex processing. At the PDCP layer [5], the 32-bit PDCP COUNT is split into HFN and PDCP SN, where the length of the PDCP SN (for DRBs mapped on RLC AM) can vary from 12 to 18 bits. To save protocol overhead, only the PDCP SN is sent as part of the PDCP PDU. However, the savings in header overhead comes at the cost of increased complexity since the UE is supposed to reconstruct the PDCP COUNT from the PDCP SN in received PDCP PDUs. Moreover, the UE is responsible for preventing the HFN desynchronization problem which occurs when PDUs corresponding to more than half the PDCP SN space are lost for some reason.  
Proposal 5a: NR UP design should consider adopting the full COUNT value in NR UP higher layer for eMBB usage scenario.
Another example of overhead optimization comes from the LTE MAC layer, where each MAC sub-header uses the F and F2 format fields to correctly interpret the length (L) field. 
Proposal 5b: NR UP design should avoid using different formats for interpreting header fields like length indication.
It is of course not feasible to assign all protocol processing functions to hardware accelerators. In general, header processing takes up the lion’s share of processing power compared to payload processing. Hence, processing requirements can be reduced if the number of packets that need to be processed per TTI can somehow be kept small. In LTE, headers are added in the process of segmentation and concatenation at the RLC layer, and multiplexing at the MAC layer. To some extent, the number of headers can be kept small if the network provides sufficiently larger grants (no segmentation) and configures a small number of DRBs (no multiplexing). However, it is also possible to consider protocol enhancements that naturally result in fewer number of packets per physical layer transport block. For example, if the multiplexing operation is shifted to a higher layer (e.g., L2M in [2], or NCS in [7]), then fewer lower L2 layer packets per TTI will be needed.
Proposal 6: NR UP architecture should aim to minimize the number of packets per TTI in lower L2 layers.
2.2 Managing memory usage
Systems composed of multiple processors and hardware accelerators often have to rely on external memory. Accessing external memory is costly in terms of latency and power consumption and should be minimized as far as possible. 
Proposal 7: NR UP design should minimize the need for external memory access to reduce power consumption and latency.
One approach to minimize and manage external memory access is to rely on on-chip memory buffers. However on-chip memory is expensive and should be used judiciously. In the case of UP, the need for memory exists in several layers. For example, since NR is likely to support dual connectivity, if not multiple connectivity, it is expected that NR UP will involve reordering of upper layer L2 packets received from multiple base stations. The reordering requirement at the UE is determined by the relative difference in RTT between different legs and can require significant memory buffer if delay on the different legs are unbalanced. Given that expected NR data rates are an order of magnitude higher than LTE data rates, linearly increasing the L2 buffer size with data rate is not a feasible option. We also note the discussion in RAN2 #89 [8], where it was agreed that “RAN2 will study ways to avoid having to increase buffer size linearly with the peak data rate. Applying the same formula with the same latency values may lead to buffer sizes which are not reasonable”. 
Proposal 7a: NR UP should consider mechanisms to avoid having to scale L2 buffer size linearly with peak data rate.
At the LTE MAC layer, excessive memory usage can sometimes occur when the NDI indication is delayed. NDI delay will result in data residing in the HARQ buffer which is subsequently discarded if the NDI is toggled. In order to optimize memory usage, it may be useful to consider alternate “stateless” mechanisms which do not depend on the previous state (e.g., the NDI).
Proposal 7b: NR UP design should rely as far as possible on “stateless” design to avoid unnecessary storage of partially processed data.
3 Conclusions
In this contribution, we discussed some aspects of NR UP design to optimize performance for the eMBB usage scenario. Our proposals are summarized below.
Proposal 1: NR UP protocol design should facilitate the use of hardware accelerators
Proposal 2: Packet header processing should be made as simple without introducing any special handling, as far as possible.
Proposal 3: In the NR user plane, the LTE principle of providing header information in a single RLC/MAC header followed by RLC/MAC payload, should be followed.
Proposal 4: NR UP header design should enable organization of header information in a compact fashion enabling immediate and parallelizable processing.
Proposal 5: RAN2 is requested to compare the trade-offs involved in reducing header overhead and reducing protocol related computation in the design of NR UP.
Proposal 6: NR UP architecture should aim to minimize the number of packets per TTI in lower L2 layers.
Proposal 7: NR UP design should minimize the need for external memory access to reduce power consumption and latency.
Proposal 7b: NR UP design should rely as far as possible on “stateless” design to avoid unnecessary storage of partially processed data.
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