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1. Introduction
In [1], we propose a generic UP-stack for NR natively addressing multi-connectivity and providing a lot of flexibility in configuring functions to be by-passed. It provides, among other features, a single level of Sequence Numbering (SN) as well as two options for locating the ARQ function: in the lower L2, in the upper L2. In this contribution we elaborate one possible configuration for this stack where the ARQ function is located in the upper L2. 
2. Discussion
One possible configuration of the proposed UP-stack in [1] is defined in Table 1.
	Function 
	

	Bearer mapping (EPS bearer /traffic flow -> radio bearer)
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	Packet (sequence) numbering
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	Header Compression 
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	Integrity protection 
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	Ciphering 
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	Central ARQ 
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	Packet segmentation on retransmissions
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	Distribute/Duplicate segments 
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	Leg-level ARQ 
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	Leg-level segmentation &concatenation & multiplexing
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	Leg-level HARQ
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Table 1: Example of generic UP-stack configuration with central ARQ only
The central ARQ mainly comes in support of the broken leg scenario expected to happen frequently in HF legs [2]. The resulting simplified stack is depicted in Figure 1 (Tx side) and Figure 2 (Rx side).
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Figure 1: Generic UP-stack configuration with central ARQ only: Tx side

[image: image13.emf]Radio Bearers

De-ciphering

Packet Reassembly

Duplication detection

De-concatenation and De-multiplexing UE1 –Leg 1

HARQ

De-ciphering

Packet Reassembly

Upper L2 ARQ (incl. 

reordering)

Duplication detection

De-concatenation and De-multiplexing UE1 –Leg n

HARQ

Leg 1 Leg n

Upper L2 ARQ (incl. 

reordering)

radio bearers to EPS bearers / traffic flows mapping

EPS Bearers / traffic flows

upper L2

lower L2


Figure 2: Generic UP-stack configuration with central ARQ only: Rx side

2.1. Header design
In an NR lower L2 PDU, each multiplexed logical channel PDU is associated with a lower L2 header providing the logical channel PDU size (LI) and DRB index (LCID), similar to MAC subheader in LTE. Similar (although slightly different) to LTE RLC PDU header, such subheader further comes with the following fields:
· Frame info (FI): same as in LTE, segmentation indication which is used to indicate whether the first and last packets (lower L2 SDUs) in the logical channel PDU are segmented. If there is segmentation in the first packet, SO will also be needed (see below)
· Packet Sequence Number (SN): plays the role of PDCP SN but replicated in each lower L2 PDU in case a packet is segmented into multiple lower L2 PDUs.
· If multiple packets are concatenated in a logical channel PDU, SN is the packet number of the first packet
· Segment offset wrt packet origin (SO).
· If multiple packets are concatenated in a logical channel PDU, SO is the segment offset of the first data field (packet segment)
· Data field sizes (LI) same as in legacy RLC PDU. The last one is not needed as in LTE. One further improvement with respect to LTE is that it is not needed when carrying only one packet segment since it can be derived from the logical channel PDU size (LI).
Altogether, SN and SO remove the need for segment numbering, (LTE RLC SN). However, SO can be used by central ARQ to:
· Request appropriate segment directly from IP packet
· Recombine segments from different legs in the case of duplication (see Section 2.3).
2.2. Example with packet distribution across legs

Figure 2 illustrates the principle of the central ARQ when packets are distributed across legs (split bearer). In the example of Figure 2, 
· @ ARQ iteration #1: IP packet 1 is sent to leg 1 which segments into three segments, two of which do not make it through HARQ.
· @ ARQ iteration #2: Rx ARQ requests the missing segment (concatenation of both missing segments) to Tx ARQ which segments the original IP packet accordingly and sends it to leg 2 this time. Leg 2 further segments the segment into two (sub-)segments which make it through HARQ.
Note 1: Tx ARQ could as well duplicate the segment and send it to both legs (see Section 2.3) to increase robustness further.
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Figure 2: Central ARQ principle with packet distribution across legs

Comparison with legacy PDCP/RLC:
In case of legacy PDCP/RLC, ARQ is only at leg level, hence in case of broken leg a packet forwarded to that leg is lost if any segment couldn’t make it before the RLF. Legacy PDCP forwards packets for handover. It could be upgraded to also re-transmit packets in support of broken leg. A minimum DC PDCP upgrade could be envisioned as follows: DC PDCP Tx autonomously decides to re-transmit one or more packet(s) in another leg if notified by lower layers of RLF in the leg they were sent initially. However, since PDCP Tx cannot know precisely which packets made it through the broken leg, it will likely resend more packets than needed, which will be discarded at PDCP Rx (duplicate detection). With the proposed scheme, only the missing segments need to be re-transmitted, as opposed to the complete packet associated with the missing segment + more packets due to uncertainty as to which packets made it through the broken leg. As a result, the proposed scheme provides better spectral efficiency.
2.3. Example with packet duplication across legs
Figure 3 illustrates the principle of the central ARQ when packets are duplicated across legs. Segments concatenation is omitted to simplify the figure. Packet duplication across legs comes in support of URLLC as it improves both latency and robustness. The same header design is used as for packet distribution across legs.

The main benefit of central ARQ and re-ordering is that it allows combining segments from different legs: combining overlapping segments is possible from the knowledge of their respective offset and size. This allows making use of segments as soon as they are delivered by the different legs, thus IP packet can be re-assembled quicker from overlapping segments (as compared to waiting for each leg to reconstruct its own IP packet in the case of distributed ARQ/re-ordering stages locally in each leg).
Another obvious benefit is the higher reliability: in the example of Figure 3, if ARQ and reordering were configured at leg-level, none of the two legs could deliver a complete PDU without an ARQ re-transmission. Whereas, as shown in the Figure 3, the central reordering allows combining both incomplete PDUs from each leg into one without the need for requesting any retransmission. As a result, (Central) ARQ retransmissions are expected to happen less frequently than when relying on leg-level ARQ only.
Comparison with legacy PDCP/RLC:
Legacy DC PDCP could also be upgraded to duplicate packets across legs, however:

· PDCP Rx would need to wait for leg-level ARQ to complete before receiving the first packet from the faster leg. This increases latency.

· PDCP Rx cannot recombine valid segments from different legs, which will result in useless leg-level ARQ retransmissions. This decreases spectral efficiency and robustness.
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Figure 3: Central ARQ principle with packet duplication across legs
3. Conclusion

In this contribution, we further analyze the generic UP stack proposed in [1], configured to support a single and central ARQ functionality in a multi-connectivity deployment.

Proposal 1: Support of a single and central ARQ function in a multi-connectivity scenario shall be studied for NR.
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