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1 Introduction

In this contribution, we review the regulatory requirements of congestion control for the European 5.9 GHz ITS frequency band [1] and the decentralized congestion control (DCC) architecture designed in ETSI ITS [2]. We identify a minimum set of components for satisfying the regulatory requirements of congestion control and discuss their impacts to the development of LTE-based V2X sidelink in 3GPP. We see the following 3GPP impacts from congestion control:

-
Channels occupancy or channel busy ratio (CBR) measurement (addressed in the companion RAN1 contribution [3])

-
Adaption of physical layer transport parameters (addressed in the companion RAN1 contribution [4])

-
Priority differentiation of V2X traffic (addressed in this contribution)
-
Intra- and inter-UE queue management including packet dropping (addressed in this contribution)

Other essential components such as the congestion control function and congestion control algorithms are out of the scope of 3GPP and can be implemented at the application layer. 
2 Discussion
2.1 Definition and Demands of Congestion Control in European 5.9 GHz ITS Band
The Harmonized Standard ETSI EN 302 571 [1] specifies the regulatory requirements for the radio equipment operating in the European 5.9 GHz ITS frequency band. In the latest draft of the HS ETSI EN 302 571 V2.0.0 (2016-03) congestion control function is a mandatory requirement:
“Decentralized congestion control (DCC) is a mandatory mechanism to be used by the equipment to ensure that the radio channel is not congested by too many transmissions within a certain geographical range. The mechanism is such that the equipment adapts its transmission behaviour dynamically based on how occupied the channel is at the moment.” (Clause 4.2.10.1 of [1])
Observation 1 Congestion control function is a mandatory requirement for any equipment to operate in the 5.9 GHz ITS band in Europe.
Proposal 1 Congestion control should be studied for LTE-based V2X sidelink.
Observation 2 To support congestion control the UE shall be able to measure the level of channel occupancy at the moment. 

Observation 3 Congestion control in ETSI (DCC) is realized by adapting the transmission behaviour of the equipment according to the measured level of channel occupancy.
In order to conform to the DCC requirements in the harmonized standard, for a given channel occupancy level that is expressed as Channel Busy Ratio (CBR) in the standard, the equipment shall not exceed the specified limit values: the maximum duration of a transmission, the minimum time between two transmissions, the duty cycle (as defined in [1]), and the maximum transmitted message length (through the parameter frame body in [1]). The values of the limits for CBR <62% are given in Table 11 of [1]. 

Observation 4 The DCC requirements in draft EN 302 571 V2.0.0 (2016-03) are implementation-agnostic and for a given Channel Busy Ratio (CBR) value the DCC requirements are in terms of:
a. maximum duration of a transmission 
b. minimum time between two transmissions 
c. duty cycle (as defined in ETSI specification)
d. maximum transmitted message size (through the parameter frame body in ETSI specification).
ETSI TS 103 175 V1.1.1 [2] specifies the operation of the DCC mechanism for the ETSI ITS-G5 equipment that complies with the DCC requirement in ETSI EN 302 571. In ETSI TS 103 175 V1.1.1 [2], it states:
“In case of a situation of road traffic emergency even during a high network utilization period, where every ITS-S has very few resources (e.g. CAM period at 1 Hz or 2 Hz), the ITS-S may still transmit a burst of messages during a short period of time to maintain a safe road traffic environment. However, this exception shall occur rarely and the messages transmitted for this purpose are only those of uttermost importance.” (Clause 4 of [2])
Observation 5 The congestion control mechanism shall differentiate the priority of messages, e.g. according to the message type and QoS requirements.
Proposal 2 Introduce QoS mechanisms on the LTE-based V2X sidelink to support the different V2X requirements and congestion control.

2.2 Implementation of Congestion Control in LTE-based V2X sidelink
2.2.1 Work flow of congestion control

In order to comply with the congestion control requirements in [1] and taking account of the Decentralized Congestion Control (DCC) implemented in the ETSI ITS [2], we propose the following general work flow of congestion control in LTE-based V2X sidelink.
The radio layer of each UE measures the channel occupancy status and reports the CBR of the current sidelink frequency carrier to the V2X congestion control function. The CBR measurement that is discussed in Section 2.2.2 shall fulfil the requirements in [1]. 

Upon receiving the CBR report, the congestion control function evaluates the channel congestion situation, e.g. congested or not congested, and indicates the congestion control parameters to the radio layer of UE considering different traffic priorities. Possible congestion control parameters are discussed in Section 2.2.4. 

Upon receiving the congestion control parameters from the congestion control function, the radio layer of UE sidelink accordingly adapts its transmission behaviour to differentiate V2X traffic with different priority, in order to fulfil the congestion control requirements in [1]. The way of differentiating V2X traffic priorities is discussed in Section Proposal 4
The overall architecture of congestion control implementation is discussed in Section 2.2.4.
2.2.2 Channel occupancy measurement
In order to conform to the regulatory requirement of congestion control in [1], LTE-based V2X UEs shall be able to measure the level of channel occupancy, i.e. Channel Busy Ratio (CBR). To this end, we proposed the following channel measure in the companion RAN1 contribution [3]: 
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Where, Sth is the signal strength threshold for determining if the channel is busy or idle in each subband, Tm is the measurement interval. The values of Sth, Tm and the duration of each probe are suggested in the companion RAN1 contribution [3] taking the requirements in [1] into account. Relevant parameters to perform CBR may be provided by higher layers, e.g. application. 
Proposal 3 LTE-based V2X UEs shall be able to measure the level of channel occupancy in sidelink.
Proposal 4 The actual metric to be used for measuring the PC5 load/congestion should be based on the channel busy ratio (CBR) and should be compliant with ETSI regulatory requirement. Details are left to RAN1.
2.2.3 Priority differentiation of V2X traffic
One way to realize Proposal 2 is that higher layers provide lower layers with traffic tags (or labels) where each tag corresponds to a possible combination of priority, traffic type, and services. The number of tags and the corresponding QoS requirement should depend on the different V2X scenarios that need to be supported. How to characterize data from upper layers is also studied by 3GPP SA2. In Rel-12/13 the ProSe Per Packet Priority (PPPP) has been specified as this “tag” associated with each upper layer packet, but currently it is limited to Public Safety and how to use them in a mixed traffic scenario with e.g. both Public Safety and V2X traffic needs to be further addressed.

Additionally the sidelink can be enhanced with PC5 bearers. Therefore, different V2X traffic properties can correspond to different PC5 bearers. Such differentiation at a bearer level allows the possibility for enhancing the admission control to guarantee QoS over PC5. 
The PC5 bearer is configured by the eNB, based on information from the EPC/application layer. Which parameters that would be part of the PC5 bearer configuration needs to be studied, but examples are:

-
Traffic tag (or QCI or PPPP, to be discussed in 3GPP SA2)
-
provided to eNB by the EPC

-
PC5 bearer identity

-
provided to eNB by the EPC 
-
Other QoS parameters (e.g. Packet Delay Budget, Allocation and Retention Priority)

-
provided to eNB by the EPC
-
PDCP configuration (e.g. SDU Type, PDCP discard timer)

-
determined by the eNB based on the parameters provided from EPC, provided to the UE
-
Logical channel configuration (e.g. Logical channel group, logical channel priority)

-
determined by the eNB based on the parameters provided from EPC, provided to the UE
Proposal 5 RAN2 studies intra-UE queue management enhancements for sidelink such that, at least the priority and type of traffic and services are taken into consideration. 

Proposal 6 QoS differentiation can be realized by introducing PC5 bearers.
Proposal 7 RAN2 should study which parameters that constitute the PC5 bearer, e.g. mapping between LCIDs and PPPPs, PDCP discard timer, LCG.
Beside intra-UE queue management, also inter-UE queue management over the sidelink should be considered. This can be useful in the case of distributed resource allocation (e.g. mode 2). As such, a certain transmitting UE before transmitting its own packet should take into account also the characteristic of packets that are to be transmitted by other UEs in the proximity. Such information can be signalled as part of the SA and should be small to limit SA size. In this case, a simple enhancement of the SA mechanism designed for Rel-12 ProSe is needed. 
Proposal 8 SA includes information (around 2-3 bits) about at least the priority and type of traffic and services of the data that is transmitted over the sidelink in order to enable sidelink inter-UE queue management.

Given the above proposal, we believe that there is no need to define pools per priority. In ProSe Rel.13, up to 8 priority pools were defined, in principle one for each of the 8 PPPP values, so that each PPPP has its own communication pool were to transmit. According to TS 36.321, a UE selects a pool of resources from the pools of resources whose associated priority list includes the priority of the highest priority of the sidelink logical channel in the MAC PDU to be transmitted. Therefore, as currently defined, the priority pools might not be necessary useful to reduce congestion, since lower priority PPPPs are in principle allowed to use higher priority pools. 
On the other hand, in V2X there are other tools to prevent the congestion, like the DCC mechanism, the resource sensing agreed by RAN1, and the possibility to send in SA the priority information. Additionally, in V2X, there will be the need to define different pools for V2X, P2X, I2X, for mode-1 and mode-2, as well as for different operators in case of shared sidelink carrier.

Considering Sweden as an example (4 Operators) this already results in 24 different pools, typically repeating every 100ms. On average each pool will include only 4 subframes every 100ms, which results in high latency and inefficient operation. Most RAN1 simulations assume indeed a common single pool. It should be recalled that L1 retransmissions are being commonly assumed in RAN1 and that UEs are limited by half duplex and inband emissions. The associated resource efficiency problems are further increased by fragmenting resources into multiple pools. Clearly, priorities should be managed within a common pool rather than by adding pools and further increasing resource fragmentation.

Observation 6 In V2X, proper congestion control can be ensured by congestion control mechanism (e.g. DCC), sidelink resource sensing, and by including priorities in the SA. 

Proposal 9 The usage of priority pools is not essential to ensure V2X congestion/load control, thereby limiting spectrum fragmentation.   
2.2.4 Congestion control architecture
As shown in Figure 1 of Annex A, DCC in the ETSI ITS-G5 system has a cross layer architecture involving the management plane and Facility layer, Networking and Transport layer, and Access layer in the user plane. Each DCC entity at different layer has individual responsibility and works independently under the supervision of the congestion control function, which is located in the management plane (the DCC_CROSS entity). The congestion control function reads in the CBR measure from the access layer and calculates congestion control parameters using a specific congestion control algorithm for each DCC entities in different layers. The congestion control function requires direct interfaces to higher layers that are out of scope of 3GPP. From the architecture point of view, the location of congestion control function in LTE-based V2X is up to the implementation and preferably co-located with V2X application. LTE-based V2X shall define the interfaces to the congestion control function for reporting CBR measure and receiving the congestion control parameters. 
Proposal 10 The location of the congestion control function in V2X is up to the implementation and preferably co-located with V2X application. 

Proposal 11 The configuration and the actual reporting of CBR measurement to higher layers in up to UE implementation.
The proposed congestion control architecture provides the application layer with the access and control to the radio layer of LTE-based V2X by means of the congestion control parameters. In order to prevent the congestion control function from being misused, a trust-worthy V2X application layer is required, e.g. through authenticated and authorized software by the ITS server. 
Observation 7 A trust-worthy V2X application layer is required for preventing the congestion control function from being misused.

In selecting between running the congestion control function at a central node or distributing it over multiple nodes, running it at a central node may provide superior performance. This is due to the global information about traffic density and channel occupancy at the central node. In this case, the congestion control function can be implemented in an over-the-top manner at the ITS server, which may be the traffic management centre of the road authority. 
Observation 8 The congestion control function in LTE-based V2X may also be implemented in a centralized manner in the V2X server.
To fulfil the congestion control requirements specified in [1], various algorithms can be employed, e.g. the reactive algorithm and the adaptive algorithm introduced in Annex C of [2]. The decision on which congestion control algorithm shall be used is up to the implementation.
Proposal 12 The selection of congestion control algorithm at application layer is up to the implementation.
Upon receiving congestion control parameters from the congestion control function, the radio layer of LTE-V2X shall adapt its transmission behaviour according to the parameters. 
From the physical layer perspective, as discussed in our RAN1 contribution [4], the parameters may at least include:

-
Maximum number of RBs used for transmission

-
Maximum number of physical layer retransmissions
-
Allowable MCS values 
Proposal 13 The radio layer of the UE adapts the physical layer parameters such as the maximum number of RBs used for transmission, the maximum number of physical layer retransmission, the allowed MCS values, according to the input from congestion control functionality.
3 Conclusion

In section 2 we made the following observations:
Observation 1
Congestion control function is a mandatory requirement for any equipment to operate in the 5.9 GHz ITS band in Europe.
Observation 2
To support congestion control the UE shall be able to measure the level of channel occupancy at the moment.
Observation 3
Congestion control in ETSI (DCC) is realized by adapting the transmission behaviour of the equipment according to the measured level of channel occupancy.
Observation 4
The DCC requirements in draft EN 302 571 V2.0.0 (2016-03) are implementation-agnostic and for a given Channel Busy Ratio (CBR) value the DCC requirements are in terms of:
a.
maximum duration of a transmission
b.
minimum time between two transmissions
c.
duty cycle (as defined in ETSI specification)
d.
maximum transmitted message size (through the parameter frame body in ETSI specification).
Observation 5
The congestion control mechanism shall differentiate the priority of messages, e.g. according to the message type and QoS requirements.
Observation 6
In V2X, proper congestion control can be ensured by congestion control mechanism (e.g. DCC), sidelink resource sensing, and by including priorities in the SA.
Observation 7
A trust-worthy V2X application layer is required for preventing the congestion control function from being misused.
Observation 8
The congestion control function in LTE-based V2X may also be implemented in a centralized manner in the V2X server.


Based on the discussion in section 2 we propose the following:
Proposal 1
Congestion control should be studied for LTE-based V2X sidelink.
Proposal 2
Introduce QoS mechanisms on the LTE-based V2X sidelink to support the different V2X requirements and congestion control.
Proposal 3
LTE-based V2X UEs shall be able to measure the level of channel occupancy in sidelink.
Proposal 4
The actual metric to be used for measuring the PC5 load/congestion should be based on the channel busy ratio (CBR) and should be compliant with ETSI regulatory requirement. Details are left to RAN1.
Proposal 5
RAN2 studies intra-UE queue management enhancements for sidelink such that, at least the priority and type of traffic and services are taken into consideration.
Proposal 6
QoS differentiation can be realized by introducing PC5 bearers.
Proposal 7
RAN2 should study which parameters that constitute the PC5 bearer, e.g. mapping between LCIDs and PPPPs, PDCP discard timer, LCG.
Proposal 8
SA includes information (around 2-3 bits) about at least the priority and type of traffic and services of the data that is transmitted over the sidelink in order to enable sidelink inter-UE queue management.
Proposal 9
The usage of priority pools is not essential to ensure V2X congestion/load control, thereby limiting spectrum fragmentation.
Proposal 10
The location of the congestion control function in V2X is up to the implementation and preferably co-located with V2X application.
Proposal 11
The configuration and the actual reporting of CBR measurement to higher layers in up to UE implementation.
Proposal 12
The selection of congestion control algorithm at application layer is up to the implementation.
Proposal 13
The radio layer of the UE adapts the physical layer parameters such as the maximum number of RBs used for transmission, the maximum number of physical layer retransmission, the allowed MCS values, according to the input from congestion control functionality.
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5 Annex A: Implementation of Decentralized Congestion Control in ETSI ITS-G5 [2]
This annex quotes Clause 5.1 of ETSI TS 103 175 V1.1.1 (2015-06) [2] for an introduction of DCC implementation in ETSI ITS-G5 systems. 
5.1 Cross-layer architecture

The DCC functionality, including interfaces mapped to the ITS-S architecture defined in ETSI EN 302 665, is shown in Figure 1. It is distributed between the following entities:

· DCC_FAC located in the facilities layer;

· DCC_NET located in the networking and transport layer as specified in ETSI TS 102 636-4-2;

· DCC_ACC located in the access layer as specified in ETSI TS 102 687;

· DCC_CROSS located in the management plane as specified in the present document.

The components are connected through the DCC interface 1 to interface 4 as shown in Figure 1. 
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Figure 1: DCC Architecture [2]
The DCC entities are located in different layers. Among these entities, DCC_CROSS plays the central role. It evaluates the channel occupancy situation based on the local CBR value received from DCC_ACC and generates congestion control parameters to other entities using the DCC algorithms. 
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