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1 Introduction 
Network slicing is introduced in New RAT to provide vertical services with different performances. The design of RAN architecture and function shall consider how to support this feature. Here in this paper we first briefly review the detailed requirements from [1] and then present three models of RAN architecture and also the impacts to RAN functions.

2 Discussions
2.1 Requirements on Network Slicing
In New RAT, network slicing is considered as one of the key technologies to support various services with different requirements. The requirements from [1] are cited here.

	Potential Service Requirements:

The 3GPP System shall allow the operator to compose network slices, i.e. independent sets of network functions (e.g. potentially from different vendors) and parameter configurations, e.g. for hosting multiple enterprises or MVNOs etc. 

The operator shall be able to dynamically create network slice to form a complete, autonomous and fully operational network customised to cater for different diverse market scenarios.

The 3GPP System shall be able to identify certain terminals and subscribers to be associated with a particular network slice.

The 3GPP System shall be able to enable a UE to obtain service from a specific network slice e.g. based on subscription or terminal type.
Potential Operational Requirements:

The operator shall be able to create and manage network slices that fulfil required criteria for different market scenarios. 

The operator shall be able to operate different network slices in parallel with isolation that e.g. prevents data communication in one slice to negatively impact services in other slices.

The 3GPP System shall have the capability to conform to service-specific security assurance requirements in a single network slice, rather than the whole network. 

The 3GPP System shall have the capability to provide a level of isolation between network slices which confines a potential cyber-attack to a single network slice.

The operator shall be able to authorize third parties to create, manage a network slice configuration (e.g. scale slices) via suitable APIs, within the limits set by the network operator. 

The 3GPP system shall support elasticity of network slice in term of capacity with no impact on the services of this slice or other slices.

The 3GPP system shall be able to change the slices with minimal impact on the ongoing subscriber’s services served by other slices, i.e. new network slice addition, removal of existing network slice, or update of network slice functions or configuration.

The 3GPP System shall be able to support E2E (e.g. RAN, CN) resource management for a network slice.


From the above requirements, two characteristics of network slicing are observed. First of all, the network slicing shall be capable to cope with the huge differences in performance requirements among various use cases. In details, for MBB (Mobile Broad Band), the scalable control plane, user plane with high performance on throughput and mobility is required. And mMTC (Massive MTC) shall consider special optimization for small data transmission and extreme power saving scheme. While for critical MTC, high reliability and low latency is desired.
Secondly, network slicing shall enable the operators to manage and isolate different segments from each other. That is to say, misbehaving of one slice should not degrade the performance of another slice.
Observation 1: Network slicing shall provide different performance to different use cases and isolation among slices is required.

To our understanding, besides the network side, RAN aspect shall also be taken care of to have a complete solution. Following we provide three models of RAN slicing and some detailed considerations to enforce isolation.
2.2 Three Models for RAN slicing
Based on how the physical resources for slices are configured, three models of RAN slicing are proposed, which are static, semi-static and dynamic RAN slicing.
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Fig. 1a-Static RAN Slicing                       Fig. 1b-Semi-static RAN Slicing           Fig. 1c-Dynamic RAN Slicing

As shown in Fig. 1a, for static Ran slicing type, each RAN slice composes of an independent set of control plane function, user plane function and physical resource. 
For semi-static RAN slicing, there exists a public management function. In RAN scope, the public management function is to allocate and re-allocate the physical resources among slices based on e.g. load condition or demands from operators. Once the physical resource is distributed, each slice shall use the physical resource of its own. In another word, one slice cannot negatively impact other slices. Furthermore, the public management function can also perform re-allocation on the physical resources, for instance, when one slice gets overloaded while another one is far from overloading. 
The third one is dynamic RAN slicing, where the physical resource is dynamically shared by slices. The common MAC scheduler performs the physical resource distribution to different slices. The isolation attribute is also maintained by MAC scheduler.
Proposal 1: We suggust RAN2 to discuss the proposed three models for RAN slicing.
2.3 Resource isolation among slices
In the three models above, how to achieve resource isolation among slices is different. Isolation is easily to realize by OAM in the first two models. Here we would focus on the impacts to RAN side by the dynamic RAN slicing model. The major requirement of isolation on RAN is to prevent data communication in one slice to negatively impact services in other slices. Regarding this specific requirement, several aspects should be considered when we design the scheme.
First of all, the random access resource for slices should be isolated. This is particularly important to guarantee the random access success probability for one slice when a lot of users performing random access procedures in another slice. 
Secondly, the resources for data transmission should be isolated among slices. This might impact the resource request and scheduling scheme to support slice based resource allocation. And the LCP procedure at UE might also require enhancement to distribute the resources to slices. 
Thirdly, the eNB needs to perform load control and access control independently to each slice. In details, different slices may be configured with different ACB parameters. And the eNB perhaps ought to hand the UEs connected with one overloaded slice over to another eNB.
Finally, with the idea of separated CU and DU, signalling to support the above mentioned slice based designs should be exchanged on the NGFI. That could comprise of the configurations related to scheduling, e.g., RA resource and data resource allocation to each slice. The details are to be discussed after the CU/DU separation model is determined.
Proposal 2: RAN2 is suggested to discuss the several RAN aspects mentioned above to support RAN slicing.
3 Conclusion 
Observation 1: Network slicing shall provide different performance to different use cases and isolation among slices is required.
Proposal 1: We suggust RAN2 to discuss the proposed three models for RAN slicing.
Proposal 2: RAN2 is suggested to discuss the several RAN aspects mentioned above to support RAN slicing.
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