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Discussion and decision
1 Introduction
The new SI for the next generation access was approved in 3GPP TSG RAN #71 meeting [1]. The new radio access technology (NR) not only allows the support of the existing services, but also allows the development of new services rapidly and efficiently [1]. In this paper, we first lay down assumptions and observations of GBR vs. non-GBR traffic. Then we proposed to develop NR QoS handling based on the logical channel, which includes mapping of QoS and dedicated logical traffic channels.
2 Discussion

2.1 Legacy LTE QoS Architecture
Legacy LTE QoS is controlled at the EPS bearer level, which is the transmission path between the UE and the P-GW to deliver user traffic. The EPS bearer together with the external bearer over SGi enable the delivery of a given end-to-end service between a UE and a peer entity in the PDN, relying on an established PDN connection. Note that an end-to-end service may require several EPS bearers / External bearers. An EPS bearer consists of Radio Bearer + S1 Bearer + S5/S8 Bearer, all traffic mapped to the same EPS bearer receives same bearer level packet forwarding treatment (i.e., 1-to-1 mapping, same QoS). Different bearer level packet forwarding treatment requires a distinct EPS bearer.
A consequence of the above is that connecting to a PDN connection e.g. a popular social network, different traffic from that PDN that may feature different QoS characteristics – from text, to video streaming to conversational voice or video would require different EPS bearers that may be set-up or torn down as per needs arise/disappear. Another consequence, is the transmission of small amounts of data requires as well the set-up of EPS bearer(s). The EPS design was driven by always-on, and rather rigid, connectivity.
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Figure 1 – EPS Bearer Architecture
Observation 1: the LTE EPS bearer architecture is not well suited to varying traffic types and to bursty infrequent traffic.
2.2 NR QoS Architecture

When designing the NR QoS architecture, we describe some basic consensus first. First one, no matter what kind of approaches we discuss on system level, the operator is in control of QoS differentiation and policy enforcement. Thus, packet filters used for packet classification for QoS differentiation and policy enforcement are under operator control. The second one is that there must be signalling to install packet filters and parameters for the respective QoS differentiation and policy enforcement behavior, without these information, it is impossible to achieve QoS differentiation. In addition, we assume NGeNB is still the QoS enforcer within the NGRAN.
Assumption 1: The operator is in control of QoS differentiation and policy enforcement. Thus, Packet filters used for packet classifiction for QoS differentiation and policy enforcement are under operator control.
Assumption 2: There will be signalling to install packet filters and parameters for the respective QoS differentiation and policy enforcement behavior.
In NR, we still consider two bearer types: GBR and non-GBR. For GBR type, with the connection, legacy LTE QoS architecture can guarantee the QoS. However, is there only connection-oriented approach can guarantee the services? Maybe handle those services by priority (e.g., complemented by codec rate control) might works. Furthermore, for non-GBR type, there is no guarantee bitrate resource, which might imply that connection might not be needed anymore. Here, we are not denying the functionality and the concept of EPS bearer, it could be reused for certain GBR type services. However, for non-GBR and some GBR type services, it is questionable that EPS bearer concept should be reused. It is too early to determine at this point, but we believe there is room for improvement for NR. Thus, we suggest that RAN2 shall consider QoS handling enhancement for non-GBR and certain GBR type services.
Regardless of EPS bearer concept, it is assumed that we still shall support the possibility to have multiple PDNs, i.e., NR and NR UE shall support simultaneous connections to multiple PDNs. 
Observation 2: For non-GBR traffic, there is an opportunity to do connectionless QoS differentiation. 

Observation 3: If we remove the resource reservation / admission control step for GBR traffic, and only handle those by priority and e.g. complemented by codec rate control, it could be possible to support also such services connectionless.
2.3 L2 protocol operation
In this section, we discuss about L2 operation and the options that QoS class maps to logical traffic channels, we list options below:

1. N-to-1: It could be possible to multiplex several QoS classes on one (or zero) logical channel. If so, the QoS information would need to be handled for each PDU, e.g. L2 sequence numbering and reassembly queue would likely need to be per QoS class, and QoS class information is thus needed in each PDU.
2. 1-to-1: It could be possible to have one logical channel per QoS class. From L2 perspective this is similar to the above as we then would have L2 sequence numbering and reassembly queue per logical channel (i.e. per QoS class), with a AS identifier identifying the logical channel.
3. 1-to-N: It could be possible to have multiple logical channels per QoS class, with an AS identifier per logical channel and L2 sequence numbering and reassembly queue per logical channel. This could support per-flow-behavior, where we can discriminate IP flows on a fine grained level.
We discuss some functionalities of L2 operation, for example, segmentation and concatenation, which is obviously shall be supported, as well as multiple reassembly queues in the receiver side, which is also supported by both UMTS and LTE, of course, it should also be supported in NR. No matter what extent of radio bearer concept will be applied for NR, the transmitter could still tag transmitted packets by a logical channel ID for the purpose of addressing the reassembly queue in the receiver and providing a context for sequence numbers. Such ID can also be used for other L2 functions like ARQ, in-sequence delivery, ciphering, etc.
In other words, even new QoS handling will be introduced, logical channel concept is still necessary for required L2 operations. To avoid re-invent the wheel, it is proposed to adopt logical channel concept for NR.
Proposal 1: NR adopts logial channel concept for L2 receiver operations, e.g. LCID, sequence number, over Uu.
QoS differentiation could be realized if the transmitter is able to detect IP flows and tags each flow with a different LCID, head-of-line blocking in the receiver can be reduced, leading to shorter receiver latencies for flows that require in-order delivery. For the operation of L2 protocols, it actually doesn’t matter whether logical channels are configured along with EPS bearer or if LCID assigned by eNB. Additional logical ID provided eNB flexibility.
In LTE, not all LCID space is used by logical channel, i.e. only 10 of 32 LCID is used for logical channel of UL/DL-SCH, others are reserved or used by MAC CE.
Proposal 2: Extend LCID range to have more LCID for logical channel, which enable flexibility for dynamic LCID allocation by the transmitter to support separation on IP flow level.
2.4 Support for system operation
In order to achieve QoS differentiation and make the system work, some information are need to be known for each packet for the receiver, the first one is the relevant QoS parameters, the second one is routing information. Depending on the approach taken on system level, this information may be represented by a system bearer ID (i.e., legacy LTE) or possibly separate pieces of information (new mechanisms in NR).
Proposal 3: The collection of required QoS parameters and routing information is called “system bearer information”
For cases where a connection oriented approach is chosen on system level (if any), we might choose a connection oriented approach also to derive system bearer information for received packets in AS, and for cases when connection-less approach is chosen we may choose to deliver this information with the packet in AS. Since it is not yet clear how transmitter can assign the LCID, it is proposed to keep the receiver operation open until more progress on the system level operation on QoS handling and routing.
Proposal 4: How to derive system bearer information in the receiver for a packet we suggest to leave FFS until more progress is done on the system level on QoS and routing.
3 Conclusion
Our assumptions, observations and proposals are summarized below.
Assumption 1: The operator is in control of QoS differentiation and policy enforcement. Thus, Packet filters used for packet classifiction for QoS differentiation and policy enforcement are under operator control.
Assumption 2: There will be signalling to install packet filters and parameters for the respective QoS differentiation and policy enforcement behavior.
Observation 1: the LTE EPS bearer architecture is not well suited to varying traffic types and to bursty infrequent traffic.
Observation 2: For non-GBR traffic, there is an opportunity to do connectionless QoS differentiation.
Observation 3: If we remove the resource reservation / admission control step for GBR traffic, and only handle those by priority and e.g. complemented by codec rate control, it could be possible to support also such services connectionless.
Proposal 1: NR adopts logial channel concept for L2 receiver operations, e.g. LCID, sequence number, over Uu.
Proposal 2: Extend LCID range to have more LCID for logical channel, which enable flexibility for dynamic LCID allocation by the transmitter to support separation on IP flow level.
Proposal 3: The collection of required QoS parameters and routing information is called “system bearer information”
Proposal 4: How to derive system bearer information in the receiver for a packet we suggest to leave FFS until more progress is done on the system level on QoS and routing.
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