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1. Introduction
In RAN#71, new study item on new ratio access technology has been approved with many objectives [1]. One of those objectives include to study on the requirement of radio protocol architecture.
	Detailed objectives of the study item are:
:
(3) Initial work of the study item should allocate high priority on gaining a common understanding on what is required in terms of radio protocol structure and architecture to fulfil objective 1 and 2, with focus on progressing in the following areas 
· ..
· Radio interface protocol architecture and procedures 
· Radio Access Network architecture, interface protocols and procedures, 
Study on the above 2 bullets shall at least cover:
· ..
· Study and outline the RAN-CN interface and functional split [in co-operation with SA2] [RAN2, RAN3];

· Study and identify the basic structure and operation of realization of RAN Networks functions (NFs). Study to what extent it is feasible to standardize RAN NFs, the interfaces of RAN NFs and their interdependency [RAN3];

· Study and identify specification impacts of enabling the realization of Network Slicing [in co-operation with SA2] [RAN2, RAN3];

· Study and identify additional architecture requirements e.g. support for QoS concept, SON, support of sidelink for D2D [RAN1, RAN2, RAN3].


In this contribution, we discuss the potential impact on the RAN architecture due to the Network Slicing, especially RAN level Network Slicing. We also provide way forward regarding a work plan.
2. Discussion
2.1
Requirements for RAN architecture
As captured in the draft TR38.913 [2], the RAN design for new RAT shall fulfill the following requirement:

-
The RAN architecture shall allow for the operation of Network Slicing.
The Network Slicing is being discussed in the study on Next Generation system architecture in SA2. The concept and some definitions have been captured in the TR23.799 [3] (Appendix 2). In their TR, there are following descriptions related to application of Network Slicing to RAN and the Editor’s Note could be interpreted such that RAN WGs can start discussing the RAN level Network Slicing without waiting for further SA2 progress. 
In 2.2, we discuss the impact on RAN architecture due to support of Network Slicing, including potential RAN level Network Slicing. Note that how to study/investigate on Network Slicing is discussed in other RAN3 contribution [4].
	Network Slice (NS): is composed of all the NFs that are required to provide the required Telecommunication Services and Network Capabilities, and the resources to run these NFs.
NOTE 4:
In this document a Network Slice is equivalent to a Network Slice Instance.
Editor’s Note: It is for the RAN WG to determine how the Network slicing applies to RAN. It is FFS whether some aspects of level of isolation/separation should be part of the NS definition.

NOTE 5:
The PLMN may consist of one or more network slices. The special case of just one Network Slice is equivalent to an operator’s single, common, general-purpose network, which serves all UEs and provides all Telecommunication Services and Network Capabilities that the operator wants to offer.


2.2
Impact of Network Slicing
Fig. 1 shows an example of the expected network architecture, where eLTE eNB and NR eNB are non-co-located. The details of interface between network nodes in the figure will be discussed in RAN3 with SA2, so we do not preclude any possibilities in this contribution.
There will be three cases for Network Slicing considered:

A) Network Slicing in NexGen Core Network

B) Network Slicing in NR eNB

C) Network Slicing in both NexGen CN and NR eNB
Note that it is not sure if Network Slicing in eLTE eNB can be considered, so we do not discuss this for now.
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Fig. 1: Example of the expected Network architecture
Case A)
Network Slicing in NexGen Core Network
Looking at the TR [3], it seems that SA2 has been focusing on this case. The Network Slicing may or may not impact on RAN architecture. This should be discussed and investigated in RAN3 first.
Case B)
Network Slicing in NR eNB
It is assumed that the Network Slicing in NR eNB would mean a slicing of network functions for radio interface. With referring to the Network Slicing concept and Definitions captured in the TR [3], we summarize the key points and observations for each component defined in the Network Slicing from the radio interface point of view in the table 1. But at this moment, it is not clear what should be considered for the Network Slice Blueprint and this may need some SA1 guidance. From RAN2 point of view, we should start from the discussion to clarify the points e.g. summarized in the Table 1. That is, what each component would mean and what possible example are? We consider RAN2 can start this discussion without waiting for SA2 or RAN3 progress.
Table 1: RAN level Network Slicing
	Components
	Key points/Observations
	Examples

	Service Instance
	On top of Network Slicing, service aware operation required.
	End-user service, business service (same as CN level Network Slicing)

	Network Slice Instance

(Sub-network Instance)
	1) Instance-specific policy and configurations are defined.
2) Target NW characteristics is clarified.
	1) QCI, Bearer/Logical channel, Cell/frame structure, virtual-RB, ..
2) Ultra-low-latency,  ultra-reliability, ultra-high-speed

	Network Slice Blueprint

(Sub-network Blueprint)
	Predefined description referring to required physical/logical resources
	???

	Network Function
	Functionality in RAN node (e.g. eNB, remote TRP)
	L1, L2 (MAC,RLC,PDCP), L3(RRC)


Case C)
Network Slicing in both NexGen CN and NR eNB
There may be two scenarios in this case. The first scenario is that the Network Slicing in the NexGen CN is transparent to that in the NR eNB and vice-versa. It is not necessarily to coordinate between the CN and RAN. The second scenario is that the Network Slicing is a system-wide solution/functionality, so the NexGen CN and the NR RAN should work together with some coordination. 
The first scenario can be considered as the same (or similar to) the Case B). On the other hand, the second scenario is related to CN function like the Case A) and thus this scenario should be also discussed in RAN3 first to avoid duplicated work.
Proposal 1: RAN2 should wait for further progress on the Network Slicing in SA2 and RAN3 for Case A) and C) above.
Proposal 2: RAN2 should start the study on the Network Slicing from the Case B).
3. Conclusion

In this contribution we discussed the potential impact on the RAN architecture due to the Network Slicing, especially RAN level Network Slicing. Based on discussions, we propose the following work plan.
Proposal 1: RAN2 should wait for further progress on the Network Slicing in SA2 and RAN3 for Case A) and C) above.
Proposal 2: RAN2 should study the Network Slicing for the Case B) first.
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	Appendix 1 [3]:


Annex B: Network slicing concept by NGMN

NOTE:
The concept description in this annex is copied from the NGMN paper “Description of Network Slicing Concept” [8].
B.1
Network slicing concept

As depicted in Figure B.1-1, the network slicing concept consists of 3 layers: 1) Service Instance Layer, 2) Network Slice Instance Layer, and 3) Resource layer. 

The Service Instance Layer represents the services (end-user service or business services) which are to be supported. Each service is represented by a Service Instance. Typically services can be provided by the network operator or by 3rd parties. In line with this, a Service Instance can either represent an operator service or a 3rd party provided service.

A network operator uses a Network Slice Blueprint to create a Network Slice Instance. A Network Slice Instance provides the network characteristics which are required by a Service Instance. A Network Slice Instance may also be shared across multiple Service Instances provided by the network operator.

NOTE 2:
Whether there is a need to support sharing of Network Slice Instances across Service Instances provided by different 3rd parties is up for discussion in SDOs.

The Network Slice Instance may be composed by none, one or more Sub-network Instances, which may be shared by another Network Slice Instance. Similarly, the Sub-network Blueprint is used to create a Sub-network Instance to form a set of Network Functions, which run on the physical/logical resources. 
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Figure B.1-1: Network slicing conceptual outline

B.2 Definitions

Service Instance: An instance of an end-user service or a business service that is realized within or by a Network Slice

Network Slice Instance: a set of network functions, and resources to run these network functions, forming a complete instantiated logical network to meet certain network characteristics required by the Service Instance(s).

-
A network slice instance may be fully or partly, logically and/or physically, isolated from another network slice instance.

-
The resources comprises of physical and logical resources.

-
A Network Slice Instance may be composed of Sub-network Instances, which as a special case may be shared by multiple network slice instances. The Network Slice Instance is defined by a Network Slice Blueprint.

-
Instance-specific policies and configurations are required when creating a Network Slice Instance.

-
Network characteristics examples are ultra-low-latency, ultra-reliability etc.
Network Slice Blueprint: A complete description of the structure, configuration and the plans/work flows for how to instantiate and control the Network Slice Instance during its life cycle. A Network Slice Blueprint enables the instantiation of a Network Slice, which provides certain network characteristics (e.g. ultra-low latency, ultra-reliability, value-added services for enterprises, etc.). A Network Slice Blueprint refers to required physical and logical resources and/or to Sub-network Blueprint(s).

Sub-network Instance: A Sub-network Instance comprises of a set of Network Functions and the resources for these Network Functions.

-
The Sub-network Instance is defined by a Sub-network Blueprint.

-
A Sub-network Instance is not required to form a complete logical network.

-
A Sub-network Instance may be shared by two or more Network Slices.

-
The resources comprises of physical and logical resources.

Sub-network Blueprint: A description of the structure (and contained components) and configuration of the Sub-network Instances and the plans/work flows for how to instantiate it. A Sub-network Blueprint refers to Physical and logical resources and may refer to other Sub-network Blueprints.

Physical resource: A physical asset for computation, storage or transport including radio access 

-
Network Functions are not regarded as Resources.

Logical Resource: Partition of a physical resource, or grouping of multiple physical resources dedicated to a Network Function or shared between a set of Network Functions. 

Network Function (NF): Network Function refers to processing functions in a network. 

-
This includes but is not limited to telecom nodes functionality, as well as switching functions e.g. Ethernet switching function, IP routing functions

-
VNF is a virtualized version of a NF (refer to ETSI NFV for further details on VNF).

