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1. Introduction
In RAN#71, new study item on new ratio access technology has been approved with many objectives [1]. One of those objectives include to study on the requirement of radio protocol architecture.
	Detailed objectives of the study item are:
:
(3) Initial work of the study item should allocate high priority on gaining a common understanding on what is required in terms of radio protocol structure and architecture to fulfil objective 1 and 2, with focus on progressing in the following areas 
· ..
· Radio interface protocol architecture and procedures 
· Radio Access Network architecture, interface protocols and procedures, 
Study on the above 2 bullets shall at least cover:
· Study the feasibility of different options of splitting the architecture  into a “central unit” and a “distributed unit”, with potential interface in between, including transport, configuration and other required functional interactions between these nodes [RAN2, RAN3];

· ..
· Study and outline the RAN-CN interface and functional split [in co-operation with SA2] [RAN2, RAN3];

· Study and identify the basic structure and operation of realization of RAN Networks functions (NFs). Study to what extent it is feasible to standardize RAN NFs, the interfaces of RAN NFs and their interdependency [RAN3];

· Study and identify specification impacts of enabling the realization of Network Slicing [in co-operation with SA2] [RAN2, RAN3];

· Study and identify additional architecture requirements e.g. support for QoS concept, SON, support of sidelink for D2D [RAN1, RAN2, RAN3].


In this contribution, we discuss the potential impact on the RAN architecture due to splitting the RAN architecture over fronthaul and provide our view.
2. Discussion
2.1
Requirements for RAN architecture
As captured in the draft TR38.913 [2], the RAN design for new RAT shall fulfill the following requirement:

-
Different options and flexibility for splitting the RAN architecture shall be allowed.
In this contribution, we assume there should be more than one options of splitting the RAN architecture without specific discussions (e.g. motivation to have more than one) but it is discussed in RAN3 contribution [3]. In 2.2, we discuss the former requirement by starting with the meaning of “flexibility” for splitting the RAN architecture and referring to the TR for the study on scenarios and requirements for small cell enhancements [4].
2.2
Impact of RAN architecture split
Looking at the objectives and the requirement, there should be more than one option for splitting the RAN architecture. We consider that this requirement would come from the fact that there could be a few types of network interface (i.e. fronthaul) between a “central unit” and a “distributed unit” as discussed during the study on small cell enhancements [3] in Rel-12. The detail of RAN architecture split is discussed in other contribution in RAN3 [5]. In the following, the meaning of “flexibility” for splitting the RAN architecture is discussed and then the impact of splitting the RAN architecture is discussed.
Given that more than one options (e.g. option 1 & 4 in Fig.1) will be standardized, it is not clear whether only one type of split is supported by each fronthaul or some options can be supported by the same fronthaul at a time. The latter was discussed in RAN Ad-Hoc on Next Generation Access with the proposal such that the flexible design allows CP/UP functions to move between a central unit and a remote unit “per bearer” [6]. 
With a simple and basic assumption, the functional split can be determined based on the capability of the fronthaul to be deployed. If the fronthaul has sufficiently high capacity, option 4 or 5 (as examples) could be used. If the fronthaul has low capacity, only option 1 (as example) might be applicable. So, operators can determine which option is used based on their fronthaul.
With a different assumption such that both the central unit and the distributed unit support two types of options (option 1 & 4 as examples) from implementation point of view, the hardware/software resources of each unit might be flexibly reused. For instance, we assume the case in which the fronthaul has high capacity and option 4 can be also supported. If the utilization of RLC buffers at the central unit during operation with option 4 may become more than 80-90 % of its resource, the central unit may decide to apply the option 1 as well for some UP data and the RLC buffer of the distributed unit is used instead. This is something like resource pooling. Note that the same/similar approach cannot be realized if the fronthaul capacity is low.
As discussed above, there could be some interpretation with respect to the flexibility in the requirement. Thus, we propose to discuss and clarify the requirement.
Proposal 1: RAN2 to discuss the meaning of “flexibility” for splitting the RAN architecture and have a common understanding on it.
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Fig.1: Options for functional splitting
3. Conclusion

In this contribution we discussed the potential impact on the RAN architecture due to splitting the RAN architecture over fronthaul and propose:
Proposal 1: RAN2 to discuss the meaning of “flexibility” for splitting the RAN architecture and have a common understanding on it.
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6
Target scenarios
6.1
Deployment
//omitted
6.1.3
Ideal and non-ideal backhaul

Both ideal backhaul (i.e., very high throughput and very low latency backhaul such as dedicated point-to-point connection using optical fiber) and non-ideal backhaul (i.e., typical backhaul widely used in the market such as xDSL, microwave, and other backhauls like relaying) should be studied. The performance-cost trade-off should be taken into account.

A categorization of non-ideal backhaul based on operator inputs is listed in Table 6.1-1:

Table 6.1-1: Categorization of non-ideal backhaul

	Backhaul Technology
	Latency (One way)
	Throughput
	Priority (1 is the highest)

	Fiber Access 1
	10-30ms 
	10M-10Gbps
	1

	Fiber Access 2
	5-10ms
	100-1000Mbps
	2

	Fiber Access 3
	2-5ms
	50M-10Gbps
	1

	DSL Access
	15-60ms
	10-100 Mbps
	1

	Cable 
	25-35ms
	10-100 Mbps
	2

	Wireless Backhaul
	5-35ms 
	10Mbps – 100Mbps typical, maybe up to Gbps range
	1


A categorization of ideal backhaul based on operator inputs is listed in Table 6.1-2:

Table 6.1-2: Categorization of ideal backhaul

	Backhaul Technology
	Latency (One way)
	Throughput
	Priority (1 is the highest)

	Fiber Access 4 (NOTE 1)
	less than 2.5 us (NOTE2)
	Up to 10Gbps
	1


NOTE 1:
This can be applied between the eNB and the remote radio head.

NOTE 2:
propagation delay in the fiber/cable is not included.

For interfaces between macro and small cell, as well as between small cells, the studies should first identify which kind of information is needed or beneficial to be exchanged between nodes in order to get the desired improvements before the actual type of interface is determined. And if direct interface should be assumed between macro and small cell, as well as between small cell and small cell, X2 interface can be used as a starting point.
