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The support for network slicing is an important part of the vision for the Next Generation architecture [1] [2]. As stated by different fora, such as NGMN [1], slicing consists of deploying multiple logical networks as independent business operations on a shared physical infrastructure. In contrast to deploying independent network infrastructure, each slice should be realized together with other slices as logical network using a shared infrastructure (including shared processing, storage, transport, radio spectrum, and hardware platforms). In this way, the infrastructure and assets utilization will be much more cost and energy efficient while the logical separation allows for a flexible and independent configuration and management of the slices without compromising stability and security of other slices.
In 3GPP, the notion of network slicing has also been introduced as a way to address the needs for the different vertical industries translated into a wide range of use cases for the Next Generation architecture. To give a few examples, [2] explicitly states that a network slice should support the communication service requirements of particular use case(s). A set of service and operations requirements associated to network slicing has been provided. In SA2 [3], network slicing is presented as one of the high level architectural requirements and is listed as one of the key issues in order to enable the operator to create networks customised to provide optimized solutions for different market scenarios which demands diverse requirements. Example use cases for such customized logical networks could include public safety, V2X, Internet-of-Things (IoT). 
The support for network slicing is also listed as a requirement for the new RAT [4]. In order to fulfill that, one of the objectives listed in [5] is to study and identify specification impacts of enabling the realization of Network Slicing. Definitions and discussions of various aspects related to network slicing typically consider the overall architecture. However, the specific impacts and requirements on the RAN in order to support network slicing have not been discussed that much in 3GPP so far. This contribution brings these aspects to 3GPP RAN level [6] and proposes some architecture assumption and requirements on the RAN based on the principles derived from previous TRs.
Discussion
Efficient sharing of RAN level resources
Network slicing is intended to create new business opportunities. It should allow operators to offer a network with similar qualities as a dedicated stand-alone network but realized using shared resources (such as spectrum, sites, transport). The “qualities as a dedicated stand-alone network” here could e.g. refer to slice specific management, observability, and optimization and customization. In many cases it is expected that the slice customer (i.e. the one using the logical network) is mainly interested in what features the slice provides and the associated Service Level Agreements (SLAs) rather than how the slice is realized by the operator e.g. if it is realized using dedicated or shared network functions. For example: 
· there could be cases where a network slice is realized using a separate instance of the CN and RAN and separate radio HW and spectrum, and only the transport and datacentre resources are shared;
· there could be other cases where separate instances are only used in CN and service layer while the RAN is shared by multiple network slices (similar to MOCN RAN sharing or (e)Décor)
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When it comes to supporting network slices in the RAN it is important that the solution allows efficient resource sharing between slices. The background for this is that it is very important that the RAN resources such as spectrum, power, antennas, sites, backhaul transport are efficiently managed in order to maximise utilisation and achieve a high level of energy and cost efficiency. 
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A baseline solution for achieving efficient resource sharing is to support multiple network slices in a single shared RAN instance (similar to multiple PLMNs in a shared RAN using MOCN). Having such a shared RAN instance would make it possible to maximize the resource usage since free resources in one slice can dynamically be used for another slice. The resource sharing can be controlled by operator policies as well as using QoS frameworks. Over the CN/RAN interface the shared RAN instance could either connect to a shared or partly shared CN instance supporting multiple slices or to dedicated CN instances supporting a single slice.
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Possibility to apply slice level differentiation
The Next Generation architecture should be capable of addressing new use cases / services where these may have quite different performance requirements. In some expected business scenarios these different services will be mapped to different network slices that could be optimized for that service and governed by different SLAs. 
Regardless how the QoS framework for the next generation will be defined, it is assumed that the RAN should have mechanisms to handle per slice traffic differentiation making it possible to provide different level of QoS and to maximize the resource utilization etc.
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Protection mechanisms required to minimize inter-slice effects
When a pool of resources is shared among multiple slice instances, events associated with one slice (e.g. overload and/or congestion) may, if not managed properly, negatively impact the performance of another slice. Therefore, the RAN needs mechanisms to protect common signalling resources so that any overload or congestion in one network slice does not have a negative effect on the performance of other network slices. Common signalling resources in this case can refer to radio access channels (common control channels), signalling connections, and common signalling nodes in RAN, CN and service layer. 
Example of protection mechanisms, which need to be slice specific, could include access barring mechanisms, random access back off, user and service based admission control.
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Support for slice specific network management
Vertical industries, mobile virtual network operators (MVNOs), over-the-top (OTT) service providers or mobile network operators (MNOs) should, depending on operator policies, be allowed to manage aspects of a network slice as if it was an independent network. For the RAN this implies support for some level of slice specific network management e.g. it should be possible to provide slice specific performance management (PM) incl. counters and key performance indicators (KPI). For the slice specific Configuration Management (CM) and Fault Management (FM) functions it is expected that there will be close interactions with the CM and FM of the whole network which governs (based on policies) what the slice specific CM and FM functions are allowed to see and to do.
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Conclusion
In the previous sections we made the following observations and proposals:
Observation 1	There should be flexibility on how network slices are realized in the network
Proposal 1	Network slicing should aim for minimum overhead and allow for an efficient utilization of scarce RAN resources.
Proposal 2	A single RAN instance should support multiple network slices
Proposal 3	Different slices should be visible at the RAN so it should be possible to treat traffic from different slices differently in RAN
Proposal 4	The RAN should offer means to protect slices from each other, i.e., avoid that shortage of shared resources (e.g. common signaling resources) in one slice breaks the service level agreement for another slice
Proposal 5	The RAN should support the possibility for slice specific network management
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