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Introduction
[bookmark: _Ref178064866]When 3GPP starts working on the New RAT (NR), RAN2 should start developing the UP stack for NR. Lessons learned during the evolution of the LTE UP stack should be kept in mind when developing the NR UP stack. While the main initial use case for LTE was Mobile Broadband in licensed spectrum, as time has gone by the LTE UP stack has been evolved to support many other use cases such as extended coverage, low latency, low complexity, unlicensed spectrum operation, etc. A reason behind the success of LTE has been the possibility to support a wide variety of use cases and requirements. Similarly, to ensure success of NR, the NR UP stack should also be flexible and futureproof. In this contribution we discuss some requirements on the NR UP stack which we think should be met.
Discussion
The 5G systems are expected to address a wide spread of use cases. These use cases impose different requirements ranging from traditional mobile broadband, to mission critical systems with very low failure tolerance and high availability, or to a vast number of connections requiring high energy efficiency but are delay tolerant. Therefore, the system must be designed as a flexible framework that allows using the benefits of the economy of scale but at the same time can be configured and adapted to the requirements when deployed. Hence, forward compatibility is important for 5G in order to build new features on top of the baseline framework and allows a continuous evolution of the technology and reuse of infrastructure to tackle future additional use cases.
In the following we discuss some requirements on the NR UP stack enabling it to address some main use cases.
Timings in the UP stack
LTE is a (sub-)frame based system where uplink and downlink transmissions appear in a fixed time raster (14 symbols forming a 1 ms subframe; 10 subframes forming a radio frame). Such an approach enables frequency multiplexing of transmissions to and from multiple UEs and is the foundation for any kind of inter-site coordination (e.g. synchronized TDD allocations; ICIC; etc.). An alternative would be to apply a flexible frame duration such as in Wi-Fi where the duration of a frame depends on the amount of data to be transmitted. Such an approach has advantages in terms of latency since small packets are transmitted with very low delay in good coverage conditions. Another advantage appears in combination with Listen-Before-Talk in unlicensed spectrum: When a station has sensed the channel to be idle it may initiate a transmission rather than waiting for the boundary of the next subframe. While these benefits sound appealing we see clear benefits in a frame based system and therefore propose to adopt that principle also for NR.
[bookmark: _Toc447210506][bookmark: _Toc447285570][bookmark: _Toc447285602][bookmark: _Toc447307358]NR will be a (sub-)frame based system (like UTRAN and E-UTRAN)
In LTE the subframe duration is has been fixed to 1 millisecond. A benefit of having fixed subframe duration is for example specification and implementation complexity. However a fixed subframe duration puts also some restriction on the amount of data that can be send in a subframe. To make the transmission of small amounts of data efficient, LTE allows allocating a subset of the frequency resources and to multiplex multiple users in frequency. Furthermore, concatenation and segmentation allows sending a fraction of the available data that fits well into the amount of the radio resources available within one subframe. Nevertheless, the subframe duration of 1 ms prevents any data delivery in less than 1 ms, i.e., it puts a strict lower bound on the user plane latency. On the other hand, the fixed subframe duration limits the coverage, i.e., the maximum coding that can be achieved efficiently. 
The coverage aspect has already been discussed in LTE Rel-8 and as a solution, TTI-bundling was introduced. It artificially increases the subframe duration to 4 ms by means of autonomous HARQ retransmissions and thereby reduces the code-rate without increasing the protocol overhead. This was deemed useful for example for extending coverage of voice services in Rel-8 and the same principle was later adopted for MTC use cases where much larger bundles are supported. The use cases which TTI-bundling are addressing are still relevant for NR and hence we believe that NR. Vice versa, it was during the Latency Reduction Study Item-phase identified that shortened subframe duration (less than 1 ms) could reduce the latency and for example improve throughput as identified during the latency reduction study item.	Comment by Riikka Susitaival: Something missing?
To allow NR to address a variety of use cases and scenarios we believe it is important that the NR UP stack shall allow for flexible transmission duration from the start.
[bookmark: _Toc447042764][bookmark: _Toc447042776][bookmark: _Toc447042785][bookmark: _Toc447042805][bookmark: _Toc447046538][bookmark: _Toc447047684][bookmark: _Toc447091410][bookmark: _Toc447121749][bookmark: _Toc447210507][bookmark: _Toc447285571][bookmark: _Toc447285603][bookmark: _Toc447307359]The NR UP stack should support flexible transmission durations.
Besides the fixed subframe duration, there are some additional timing relations which are fixed. For example the time from an UL grant until the actual transmission is 4 ms. Similarly, the time from a DL or UL transmission until the corresponding HARQ feedback was fixed to be 4 ms. Such a specified timing relation generally reduces the signalling overhead. The timing of a HARQ feedback unambiguously identifies the HARQ process it refers to and it is hence not necessary to signal the HARQ process ID explicitly. Even though it should nowadays be possible to compute and send the HARQ feedback earlier than in n+4, introducing another fixed timing relation in LTE would be complex. Similar issues were identified during the MTC and LAA work. Therefore, we believe that 3GPP should strive for flexible timing relations when developing the NR UP stack even if those may sometimes result in slightly higher signalling overhead.
[bookmark: _Toc447042765][bookmark: _Toc447042777][bookmark: _Toc447042786][bookmark: _Toc447042806][bookmark: _Toc447046539][bookmark: _Toc447047685][bookmark: _Toc447091411][bookmark: _Toc447121750][bookmark: _Toc447210508][bookmark: _Toc447285572][bookmark: _Toc447285604][bookmark: _Toc447307360]When developing NR, 3GPP should strive to allow flexible timing relations within the NR UP stack (e.g. flexible timing between downlink data reception and UL HARQ feedback).


Data Rates, Loss Rates and Latency
LTE is currently operating in frequencies in the order of a few 100 MHz to up to 5 GHz (with the introduction of LAA). Typical carrier bandwidths targeted for LTE is in the order of 10's of MHz.
NR on the other hand should be capable of operating in higher frequency bands, e.g. up to 100 GHz. In such high bands there is a lot of available spectrum allowing very wide bandwidths to be used. Naturally with wide bandwidths the achievable data rates will also be very high. The UP stack of NR shall therefore allow for the very high data rates, e.g. could be in order of 10's of Gbps.
[bookmark: _GoBack]While it should be possible to achieve extreme bitrates with NR it may not always be required. For example in massive MTC scenarios it may be sufficient to have a bit rate in order of a few hundred bps. NR should also support these types of scenarios and hence the NR UP protocol stack should also support transmission of small packets and transmissions at very low bit rates with low protocol overhead.
Based on the above we propose:
[bookmark: _Toc447042767][bookmark: _Toc447042779][bookmark: _Toc447042788][bookmark: _Toc447042807][bookmark: _Toc447046540][bookmark: _Toc447047686][bookmark: _Toc447091412][bookmark: _Toc447121751][bookmark: _Toc447210509][bookmark: _Toc447285573][bookmark: _Toc447285605][bookmark: _Toc447307361]The NR UP protocol stack should support a wide range of data rates (from a few hundred bit per second to several 10s of GBit per second) with low overhead.
Some higher layer protocols require loss-less transmission. In particular TCP is not able to utilize the underlying link if the end-points observe non-congestion related packet losses. This was something which was kept in mind while developing LTE enabling the UP stack of LTE to provide loss-less transmissions. TCP is still widely used and will likely be so also in the years to come. Another use case where extreme reliability is critical is for example when some machinery is controlled remotely, for example remote surgery where a lost packet can be disastrous. We think it is important that, when needed, the NR UP protocol stack should be able to provide very packet low loss rates.
On the other hand, some applications may be able to cope with moderate packet losses. For example, in a scenario where many temperature meters have been deployed it may be acceptable that, once in a while, a measurement is lost (which may even be possible to solve over the top). If higher residual loss rates are acceptable, fewer or even no (H)ARQ feedback may be needed which typically results in energy saving and reduced signalling overhead. 
[bookmark: _Toc447042768][bookmark: _Toc447042780][bookmark: _Toc447042789][bookmark: _Toc447042808][bookmark: _Toc447046541][bookmark: _Toc447047687][bookmark: _Toc447091413][bookmark: _Toc447121752][bookmark: _Toc447210510][bookmark: _Toc447285574][bookmark: _Toc447285606][bookmark: _Toc447307362]It should be possible to configure the NR UP protocol stack to support very low residual packet loss rates.
As discussed in the Study on latency reduction techniques for LTE [2], low protocol latency is not only vital for emerging Critical-MTC applications but also for existing mobile broadband services. For example, during the TCP slow start, the TCP congestion window tends to be the bottleneck and therefore limit the end-to-end throughput. Since the TCP sender is only allowed to increase the congestion window when receiving positive acknowledgements from its peer, a low end-to-end round-trip-time is vital for the perceived end-to-end data rate above TCP. It was therefore concluded that means to reduce the LTE protocol latency (and possibly also the subframe duration) should be introduced. We believe that NR should do the same but aim for even further latency reduction (see also [1]).
However in some scenarios latency may not be important and instead battery lifetime is of higher importance than latency. Consider again the scenario with the temperature meters; for this scenario the reported data may be stored somewhere to be used minutes or even hours after it has been captured. Clearly latency is not important for this scenario but probably power consumption a key metric to improve in this scenario.
[bookmark: _Toc447285575][bookmark: _Toc447285607][bookmark: _Toc447307363][bookmark: _Toc447042769][bookmark: _Toc447042781][bookmark: _Toc447042790][bookmark: _Toc447042809][bookmark: _Toc447046542][bookmark: _Toc447047688][bookmark: _Toc447091414][bookmark: _Toc447121753][bookmark: _Toc447210511]It should be possible to configure the NR UP protocol stack to offer very low protocol latency. 


Conclusion
Based on the discussion in section 2 we propose the following:

Proposal 1	NR will be a (sub-)frame based system (like UTRAN and E-UTRAN)
Proposal 2	The NR UP stack should support flexible transmission durations.
Proposal 3	When developing NR, 3GPP should strive to allow flexible timing relations within the NR UP stack (e.g. flexible timing between downlink data reception and UL HARQ feedback).
Proposal 4	The NR UP protocol stack should support a wide range of data rates (from a few hundred bit per second to several 10s of GBit per second) with low overhead.
Proposal 5	It should be possible to configure the NR UP protocol stack to support very low residual packet loss rates.
Proposal 6	It should be possible to configure the NR UP protocol stack to offer very low protocol latency.
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