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Discussion and Decision
1      Introduction
SID for 5G was approved in RP#71 meeting [1]. One of the SI objective is to study tight interworking between LTE and new RAT (NR). In this contribution, we investigate user plane architectural choices.
2      Discussion
2.1     Factors for consideration
User plane architecture options were extensively studied in LTE Rel-12 dual connectivity [2]. The final conclusion is to go with option 1A (SCG bearer) and 3C (split bearer). Some important factors affecting the down selection of user plane options are:
· Increase of per user throughput

· Signaling reduction to core network

· Available backhaul characteristics (latency, throughput)

For LTE-NR interworking, some aspects are different from Rel-12 LTE discussion, which are discussed below.
Service requirements
Three families of usage scenarios are supported for new RAT [3]:
· eMBB (enhanced Mobile Broadband)
· mMTC (massive Machine Type Communications)
· URLLC (Ultra-Reliable and Low Latency Communications)
Requirements for different scenarios might be different. For example, user plane latency requirement is 0.5 ms and 4 ms for URLLC and eMBB, respectively. It is expected that LTE-NR interworking is applicable and beneficial for eMBB, while the applicability and benefit to mMTC or URLLC is not clear. When discussing the user plane options for LTE-NR, it is desirable to consider the relevant service requirements.
Blockage
The new RAT will consider frequency ranges up to 100 GHz [4]. Channel blockage has been identified as one distinct feature for above 6 GHz frequency which does not exist in the low band 3GPP 3D channel model [6]. As carrier frequency increases, it is easier for the radio signal to be blocked by small objects.
If blockage happens on new RAT, when there is huge data rate difference between NR and LTE (e.g. when users are enjoying an extremely high data rate service like AR/VR in new RAT), whether switching back to LTE in a fast or slow manner may not matter much to the user due to significant user experience change. However, for other cases, it is desirable that a dynamic fallback to LTE is supported to minimize service interruption time. The reason is that long interruption time impacts TCP performance; in addition, delay sensitive service may not work properly with long interruption time.
Throughput
For new RAT, the target for peak data rate should be 20Gbps for downlink and 10Gbps for uplink [3], which is significantly higher than that in LTE (note that peak data rate for 32 CC in LTE might not be achievable when new RAT is firstly deployed), hence per user throughput gain of aggregating LTE and NR might not be that significant.
Another factor related to user plane architecture discussion is front haul [5], but this aspect is not considered in this contribution at current initial stage.

2.2     User plane architectural choices
In this contribution, we mainly investigate four user plane architecture options as shown in Figure 1 below:
· DC 1A architecture (SCG bearer): in this option, user plane protocols of new RAT can be optimized in a non-backward compatible manner. The other benefit of the option is that it is friendly for delay-sensitive services since there is no additional delay introduced by data forwarding from another node. The drawback of the option is that dynamic fallback to LTE (in case of blockage on new RAT) is not possible due to long time for bearer switching.
· DC 2C architecture: in this option, protocol stack is split between PDCP and RLC layers. RLC/MAC layer of new RAT can be optimized in a non-backward compatible manner. One drawback of this option is that dynamic fallback to LTE is not supported due to long time for bearer switching. Another drawback is the additional latency due to data forwarding.

· DC 3C architecture (split bearer): in this option, protocol stack is split between PDCP and RLC layers. RLC/MAC layer of new RAT can be optimized in a non-backward compatible manner. This option supports dynamic LTE fallback and frequent cell change in new RAT. One drawback is the additional latency due to data forwarding. Another drawback is the increased layer 2 buffer size requirements to support reordering at PDCP layer.
· RLC/MAC split architecture: this option is similar to current carrier aggregation, and protocol stack is split between RLC and MAC layers. MAC layer of new RAT can be optimized in a non-backward compatible manner. Like DC 3C architecture, this option supports dynamic LTE fallback at the cost of additional latency. The key difference between this option and DC 3C option is that ideal backhaul is assumed in this option due to tight RLC and MAC interaction, which is why this option is not in part of Rel-12 DC discussion where non-ideal backhaul is assumed.
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Figure 1: User plane architecture options
In Table 1 below, we compare the above four options. Although extensive comparison has already been done in Rel-12 DC discussion, here the focus is on the most relevant aspects for LTE-NR interworking.
Table 1: Comparison of user plane options
	
	DC 1A architecture
	DC 2C architecture
	DC 3C architecture
	RLC/MAC split architectures

	Suitable for deployment type
	Both ideal backhaul and non-ideal backhaul (
	Both ideal backhaul and non-ideal backhaul (
	Both ideal backhaul and non-ideal backhaul (
	Ideal backhaul only (

	Dynamic fallback to LTE
	Difficult (
	Difficult (
	Supported (
	Supported (

	Signaling to core network
	Signaling required for mobility (
	Minimized (
	Minimized (
	Minimized (

	PDCP/RLC optimization for new RAT
	PDCP/RLC optimization  possible (
	RLC optimization possible (
	RLC optimization possible (
	PDCP/RLC cannot be optimized for new RAT (

	User plane latency
	Minimized (
	Increased due to data forwarding (
	Increased due to data forwarding (
	Increased due to data forwarding (

	Per user throughput gain
	No gain (
	No gain (
	Some gain (
	Some gain (

	Buffering requirement
	Normal (
	Normal (
	High for non-ideal backhaul (
	Normal (


From above comparison, it can be seen that DC 3C architecture is the most flexible option to support both ideal and non-ideal backhauls. However DC 1A architecture may not be dismissed for the following reasons: 1) DC 1A might be favorable due to operator transport network topology, which is similar to Rel-12 DC discussion; 2) There is no additional delay due to data forwarding from anchor to booster, when no LTE fallback is required (i.e. when blockage is not an issue).
3      Conclusion
In this contribution, we investigate user plane architectural choices for LTE-NR interworking, and propose the following:
Proposal 1: RAN2 to discuss user plane architecture options for LTE-NR interworking.
References
[1] RP-160671, NTT DoCoMo, “New SID Proposal: Study on New Radio Access Technology”
[2] 3GPP TR 36.842, “Study on Small Cell enhancements for E-UTRA and E-UTRAN; Higher layer aspects”
[3] 3GPP TR 38.913, “Study on Scenarios and Requirements for Next Generation Access Technologies”
[4] 3GPP TR 38.900, “Channel model for frequency spectrum above 6 GHz”
[5] R2-162713, Intel, “Fronthaul and RAN functional split aspects of the NR radio access network”
[6] R1-161623, Intel et al, “Blockage modeling in drop based model”
3

_1521051607.vsd
LTE


PDCP


RLC


MAC


5G


PDCP


RLC


MAC



