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1 Introduction
In RAN meeting #71, the new study item on Study on enhancement of VoLTE was agreed in [1]. The objectives of this SI include:
· Investigate mechanisms that are applicable to different codec types including ARM, EVS and video in both downlink and uplink to enable (RAN2-led):
·   Codec mode and rate selection at call setup.

·   Codec rate adaptation during an on-going call.

·   Codec adaptation can be triggered cell-wide or on a per-UE or per DRB basis.

·   Up/down-side tuning of codec rate. 

In Rel-9, an ECN-triggered codec adaptation solution was designed for codec adaptation. In this paper, we discuss the details of ECN solution and analyze the potential problems in this solution.
2 Discussion
Adaptive mechanisms are used to optimize the session quality given the current transport characteristics, and this includes voice adaptation and video adaptation. 
For voice adaptation, three kinds of voice codec have been defined in 3GPP standard, which are AMR, AMR-WB and EVS. The adaptation for AMR, AMR-WB and EVS includes adapting the voice bit-rate, the frame aggregation, the redundancy level and the redundancy offset. The domain of adaptation for EVS furthermore includes adapting audio bandwidth, partial redundancy, switching between EVS primary mode and EVS AMR-WB IO mode. 
For video adaptation, there are two kinds of video codec defined in 3GPP standard, which are H.264 (AVC) and H.265 (HEVC). The adaptation in [2] mainly includes adapting the video bit-rate.
As mentioned in [2], adaptive mechanisms can act upon measured or signalled changes in the transport channel characteristics. The measured changes in transport characteristics are variations in Packet Loss Rate (PLR) and delay jitter. The signalled changes in transport characteristics is ECN Congestion Experienced (ECN-CE) marking in IP packet headers, which is designed in ECN solution. 
2.1 Introduction of ECN-triggered adaptation solution
In Rel-9, ECN (Explicit Congestion Notification) was introduced to indicate congestion detected by all the nodes with ECN capability on the path, including eNB. At the UE side, ECN can also be a candidate trigger of bit-rate adaptation for voice and video. 
As defined in [2], the following rules are used for ICM (Initial Codec mode) selection.

· If 1 codec mode is included in the mode-set then this should be the ICM.

· If 2 or 3 codec modes are included in the mode-set then the ICM should be the codec mode with the lowest rate.

· If 4 or more codec modes are included in the mode-set then the ICM should be the codec mode with the 2nd lowest rate. 
After ICM selection, ECN solution can be used for codec adaptation. Currently, two bits in ToS field in IP header are used for ECN. As defined in [3], if these two bits are set to ‘00’, that means not support of ECN. If these two bits are set to ‘01’ or ‘10’, that means support of ECN. If these two bits are set to ‘11’, that means a congestion is detected.

As shown in the following figure, in the downlink direction, if the network congestion is detected, the eNB should set the CE codepoint (‘11’) in PDCP SDUs to indicate downlink (radio) congestion. If ECN-CE is detected in the received PDCP SDU, UE shall send application specific adaptation request to the peer (UE) by using RTCP APP or CMR in RTP payload for requesting downlink adaptation. Based on the adaptation request from UE, the peer (UE) performs the corresponding media bit-rate adaptation. 
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Figure 1  ECN solution defined in Rel-9
Similar to the downlink, in the uplink direction, if the network congestion is detected, the eNB should set the CE codepoint (‘11’) in IP packet to indicate uplink (radio) congestion, then this IP packet with ECN-CE marking is sent to the peer (UE) through IMS. If ECN-CE is detected in the received PDCP SDU, the peer (UE) shall send application specific adaptation request to the UE by using RTCP APP or CMR in RTP payload for requesting uplink adaptation. Based on the adaptation request from the peer (UE), the UE performs the corresponding media bit-rate adaptation.
In fact, in addition to ECN-triggered adaptation, there are other adaptations that can be used to trigger a codec rate reduction in parallel, e.g. PLR-triggered adaptation, delay jitter-triggered adaptation. As mentioned in [2], if multiple adaptations are used for the bit-rate adaptation, the bit-rate that the media receiver is allowed to use should be no higher than any of the bit-rates determined by each adaptation.
Observation: ECN-triggered adaptation is only used for bit-rate reduction adaptation for voice and video. 
2.2 Potential problems in ECN solution
Although ECN-triggered adaptation was adopted in Rel-9, in practice it has not been used yet.
Through analysis, we find that ECN-triggered adaptation has the following potential problems.
Problem 1: High deployment CAPEX. 

ECN-triggered adaptation requires the whole network update to support ECN capability, this means all the nodes (including intermediate routers) on the path should support ECN capability, which is very difficult to guarantee, especially for roaming case or inter-operator case etc.

As mentioned in [3], if one intermediate router doesn’t support ECN, the following problem will occur:
The breakdown of effective congestion control could be caused not only by a non-compliant end-node, but also by the loss of the congestion indication in the network itself. This could happen through a rogue or broken router that set the ECT bit in a packet from a non-ECN-capable transport, or “erased” the CE bit in arriving packets. As one example, a rogue or broken router that “erased” the CE bit in arriving CE packets would prevent that indication of congestion from reaching downstream receivers. This could result in the failure of congestion control for that flow and a resulting increase in congestion in the network, ultimately resulting in subsequent packets dropped for this flow as the average queue size increased at the congested gateway.
The actions of a rogue or broken router could also result in an unnecessary indication of congestion to the end-nodes. These actions can include a router dropping a packet or setting the CE bit in the absence of congestion. From a congestion control point of view, setting the CE bit in the absence of congestion by a non-compliant router would be no different than a router dropping a packet unnecessarily. By “erasing” the ECT bit of a packet that is later dropped in the network, a router’s actions could result in an unnecessary packet drop for that packet later in the network.
In addition, even if all the routers on the path support ECN, but these routers with different ECN version may have different understanding of code points. As mentioned in [4], if a codepoint is not understood by one intermediate router, the following problem occurs:
ECN has been an Experimental standard since January 1999, and there are already implementations of ECN in routers that do not understand the ECT(1) codepoint.  When the use of the ECT(1) codepoint is standardized for TCP or for other transport protocols, this could mean that a data sender is using the ECT(1) codepoint, but that this codepoint is not understood by a congested router on the path.
If allowed by the transport protocol, a data sender would be free not to make use of ECT(1) at all, and to send all ECN-capable packets with the codepoint ECT(0).  However, if an ECN-capable sender is using ECT(1), and the congested router on the path did not understand the ECT(1) codepoint, then the router would end up marking some of the ECT(0) packets, and dropping some of the ECT(1) packets, as indications of congestion.
Overall, if a intermediate router on the path doesn’t support ECN, or doesn’t understand the ECT(1) codepoint, the ECN solution can’t work correctly.

Problem 2: Unnecessary ping-pong tuning
In theory, there are three states for the tuning, and these are: up-tuning, down-tuning and maintaining. 
In current ECN solution, as long as no ECN-CE marking or no performance problems (e.g. PLR or jitter delay) is detected, up-tuning is performed. Otherwise, down-tuning is performed. Therefore, for UE, its state is unstable almost all the time, either up-tuning or down-tuning, and it is unable to maintain a codec operation.

For example, UE supports AMR {23.85, 12.65, 8.85 and 6.6} codec modes after initial negotiation, and uses AMR 8.85 as the initial codec rate. If no ECN-CE marking packet or no performance problems is detected, UE can increase the codec mode from AMR 8.85 to AMR 12.65. In fact, when the codec mode is tuned to AMR 12.65, UE can achieve the best performance. But because UE has no idea to maintain the codec operation, so it will continue to increase the codec mode from AMR 12.65 to AMR 23.85 as long as no ECN-CE marking packet or no performance problems is detected in the next. Because the codec rate is too high, it will result in network congestion, so the down-tuning will be triggered again. In this case, it will cause unnecessary ping-pong tuning, as shown in the following figure.
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Figure 2 ECN solution will result in unnecessary ping-pong tuning
Problem 3: Up side tuning takes a long time.
Based on the description in [2], in ECN solution, the UE must monitor all the received IP packets in a certain window (default length is 5s) and one step of up-tuning can only execute when no ECN-CE packet is received within the window. This kind of adaptation takes long time.
Problem 4: cannot meet all requirements in SID.

ECN based codec adaptation solution can support:

·   Codec mode and rate selection at call setup.

·   Codec rate adaptation during an on-going call.
·   Down side tuning of codec rate.

·  Codec adaptation can be triggered on a per-UE basis.
However ECN based codec adaptation solution cannot meet:
·   Codec adaptation can be triggered cell-wide or on a per-DRB basis.

·   Up-side tuning of codec rate. 
Proposal: capture the problems 1-4 of existing ECN based solution into the TR.
3 Conclusion
This paper analyzes ECN-triggered adaptation solution and potential problems in details, and based on the analysis, we have following observation and proposal: 

Observation: ECN-triggered adaptation is only used for bit-rate reduction adaptation for voice and video. 
Proposal:  capture the problems 1-4 of existing ECN based solution into the TR.
· Problem 1: High deployment CAPEX;

· Problem 2: Unnecessary ping-pong tuning;

· Problem 3: Up side tuning takes a long time;
· Problem 4: cannot meet all requirements in SID:
·   Codec adaptation can be triggered cell-wide or on a per-DRB basis.
· 
 Up-side tuning of codec rate.
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