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1   Introduction

Network slicing has been discussed in SA1 and SA2 meetings. Network slicing aims to enable network with enough flexibility to meet various requirements of future. Therefore when considering RAN architecture impacts, the network slicing is one of the important aspects to be investigated. This contribution at first discusses the requirement of network slice. Then this contribution offers RAN impact analysis and offers several corresponding proposals.  
2   Discussion
Network slicing requirements
Network slicing has been discussed in SA1 and the description and requirements were captured in [1]. To meet various requirements from new market segments and verticals, the network should be designed to be flexible and scalable. Network slicing is then considered as one of the key technology to provide flexible capability for the mobile network.

As elaborated in the description in [1], there are two main reasons for introducing Network slicing. 

First of all, the network slicing is able to cope with huge differences in performance requirements among use cases from various business segments. As show in figure 1, there are identified three types of use cases: MBB, Massive MTC and Critical MTC. The use case does not exclude any new types of service in future. The performance requirements for these use cases are quite different. For MBB (Mobile Broad band), the scalable control plane, high performance user plane and high speed of mobility is required. For Massive MTC, it needs optimized handling for small data transmission, and the control plan is relatively simpler compared to MBB. In addition, mMTC demands extreme power saving mechanism.  For critical MTC, it needs highest reliability on control plane and user plane, meanwhile its user plane is required to locate as closely as possible to the edge in order to achieve lowest latency.
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Figure 1
The second reason of network slicing is that it enables operator to isolate the different segments from each other and to independently manage different segments.  For example, misbehaving of Massive MTC traffic should not degrade performances of MBB services.
Observation 1: Network slicing technology should meet requirement of different performance requirements and/or of isolation of various User cases.

Network slicing has also been discussed at SA2 meetings. Key issues for network slicing in SA2’s scope were captured in [2].  The key issues are captured below for easy reference.

	-
How to achieve isolation/separation between network slice instances and which levels and types of isolation/separation will be required;

-
How and what type of resource and network function sharing can be used between network slice instances, if any;

-
How to enable a UE to simultaneously obtain services from one or more specific network slice instances of one operator;

-
What is within 3GPP scope with regards to Network Slicing (e.g. network slice creation/composition, modification, deletion);

-
Which network functions may be included in a specific network slice instance, and which network functions are independent of network slices;

-
The procedure(s) for selection of a particular Network Slice for a UE;
-
How to support Network Slicing Roaming scenarios; and

-
How to enable operators to use the network slicing concept to efficiently support multiple 3rd parties (e.g. enterprises, service providers, content providers, etc.) that require similar network characteristics.


To our understanding, RAN assistant is necessary to achieve above goals. The main issues are isolation/separation between network slice instances, UE simultaneously obtain service from more than one slice instance, network slice creation/modification and how to select slice for UE. 

Observation 2: RAN side assistant is necessary to coordinate with CN to fulfil requirement of Network slicing.
RAN impacts analysis

Based on the network slicing requirement, there are two main objects for the network slicing. One is to meet huge differences in performance requirements among use cases from various business segments. The other is to isolate the different segments from each other. We further analyze their RAN impacts in section 2.2.1 and 2.2.2 respectably. In addition, since there are many network slice instances in network, UE has to decide how to select right slices, and this will be discussed in section 2.2.3.
RAN impact due to performance requirements

As described in section 2.1, various segments have different performance requirements. This requires that different network slices may have different group of Network functions (NF). These NFs are located on either CN or RAN side. In addition, NFs may be reused in several Network slices. As exemplified in figure 2 below, there are three independent networks slices created in the network. Network slice 1 includes four NFs, which are NF1, NF2, NF5, NF6 (NF1 and NF2 are located in CN side and NF5 and NF6 are located in RAN side). Network slice 2 includes four NFs which are NF3, NF6, NF7, and NF8 (NF3 and NF7 are located in CN and NF6 and NF8 are located at RAN). It should be noted that NF6 is both used by slice 1 and slice 2, and NF7 can be used for both RAN and CN side. Network slice 3 includes three NFs which are NF3, NF4, and NF7. It should be noted that NF3 and NF7 which are also used as CN functions are located in RAN side. Slice 3 is more appropriate for critical MTC use case since the user plane is located very closely to the terminal.
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Figure 2: Slice specific function combination
Observation 3: NR Architecture should support slice specific NF combination.
RAN impact due to isolation/separation requirement

As described in section 2.1, operator needs to support isolation of different network slices. Besides CN part isolation, RAN should also consider how to achieve isolation to support separate network slice instances. To our understanding, the isolation depends on to what extent of separating control plane, user plane and physical resource. The most extreme separation model is physically separate control plane, user plane and physical resource. We name such kind of model as Fixed RAN slicing model .In this model, each slice is managed totally independently and without any sharing resource. This model is alike private network communication. In general this model is relatively safe to prevent one slice’s disaster interfering others. However this model is not efficient since there is no resource sharing among RAN slice instances. Another model is so-called Dynamic RAN slicing model. This model separates each slice instance only in logical way. The third model is so-called flexible RAN slicing model. In this model, there is a common management function to allocate/reallocated control plane, user plane, and physical resources.
Observation 4: NR Architecture should support isolation requirement.

Three Models for RAN slicing
In order to meet RAN impact requirements of network slice which described in 2.2.1 and 2.2.2, we provide three model options as candidate. These models are static RAN slicing model, Semi-static RAN slicing model and dynamic model.
Static RAN slicing model
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Figure 5: Static RAN slicing Model
As shown in figure 5, each slice instance has its slice specific control plane, user plane and physical resource. Each slice is physically separated from each other.

When the slice is created, the NFs and resources are allocted independently to compose slice specific control plane,user plane and physical resource. The CN slice instance may use single or multiple RAN slices.
Semi-static RAN slicing model
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Figure 6: Semi-static RAN slicing Model
As shown in figure 6, there is a public management function in this model. This function is able to allocate/reallocate physical resources among slice instances based on traffic or demand of Operators. One slice instance ‘s disaster cannot interfer others. The public management NF can reallocate resouces among slice instances based on various conditions. For example, if slice 1 is becoming overloaded and traffic is not busy in slice 2. Then the Public management NF realloctes parts of resouces from slice2 instance to slice 1 instance. After reallocating, the slice 1 and slice 2 are running seperately again. In additon, the resouce isolation in this model may be in ether physical or logical sense.
Dynamic RAN slicing Model
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Figure 7: Dynamic RAN slicing model
As show in figure 7, in this model, the physical resouce is logically seperator by scheduler. There is a shared slice instance for all CN slices. The schedler in shared ran slice allocates different resouce for each slice to meet the different peformence requirment. At the same time, the scheduler is able to keep logical isolation of each slice.

In genearl, the implementation based solution with considerable complexity will be used to achieve the isolation.
Proposal 1:  To discuss above three basic Models for RAN slicing.

RAN impact due to network slice selection
As shown in figure 8, how UE selects proper slice instance should be further investigate.
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Figure 8: Network slice Selection
There are several different approaches to solve this issue based on where to take decision. For example, if UE has all necessary information and selects right slice instance then the approach is called UE based approach. Similarly, there are other two kind approaches which are so called RAN based approach and CN based approach.

UE based approach

In this approach, UE acquires the traffic characteristics from its upper layer. The UE acquires slice information before accessing to the network, For example, RAN may broadcast Slice information via SIB messages, may allocate slice specific access resources for the UE e.g. slice specific random access resource. Based on this information, the UE takes decision which slice to access.

RAN based approach

In this approach, UE does not know any slice information of network. RAN acquires the traffic characteristics from UE‘s report. For example, RAN may command UE to report its traffic characteristics when accessing to network. Then RAN acquires CN slice instance from CN node or from O&M. If the initial accessing slice is not intended for the UE, RAN is able to redirect/handover the UE to other target slice instance.  RAN makes the decision on behalf of UE to select right Slice instance.
CN based approach

In this approach, CN acquires the traffic characteristics from UE‘s report. Then CN acquires RAN slice instance from CN or O&M. If the initial accessing slice is not intended for UE, CN is able to relocate the UE to the other target slice instance. CN makes the decision on behalf of UE to select right Slice instance.

Proposal 2: To discuss above three basic NW slice selection approaches.
3   Conclusion

This contribution describes the requirements and challenge of network slicing. Model of RAN slicing is described to meet the requirement of network slicing. Then this contribution offers network slicing selection approaches. Several observations and proposals are list below:
Observation 1: Network slicing technology should meet requirement of different performance requirements and/or of isolation of various User cases.

Observation 2: RAN side assistant is necessary to coordinate with CN to fulfil requirement of Network slicing.

Observation 3: NR Architecture should support slice specific NF combination.
Observation 4: NR Architecture should support isolation requirement.
Proposal 1: RAN2 is kindly asked to consider the below three basic Models for RAN slicing.
· Static RAN slicing model

· Semi-static RAN slicing model

· Dynamic RAN slicing model

Proposal 2: RAN2 is kindly asked to consider the below three basic NW slice selection approaches in RAN slicing.
· UE based approach
· RAN based approach
· CN based approach
4   References

[1] 22.891, Feasibility Study on New Services and Markets Technology, 3GPP SA1

[2] 23.799, Study on Architecture for Next Generation System, 3GPP SA2
3GPP


_1521039061.vsd
�

�

Slice 1


Slice 2


CN SAP


CN SAP


Slice specific Control plane


Slice specific physical resource


Slice specific User  plane


�


_1521039064.vsd
�

CN NF1


CN NF2


CN NF4


Critical MTC Slice


CN NF5


CN NF6


�

RAN NF1


RAN NF3


RAN NF2


MBB slice


Massive MTC Slice


RAN slice 2


RAN slice 1


UE 1


UE 2


CN


RAN



_1521054939.vsd
�

�

Optional


�

�

Public management:
Network slice selection,
Mobility manage coordinator


Slice 1


Slice 2


CN SAP


CN SAP


CN SAP


Slice specific Control plane


Slice specific User  plane


Physical resource control


Slice specific Scheduler



_1521039063.vsd
�

Shared Slice Control plane


�

Shared Slice 


CN SAP


CN SAP


CN SAP


Shared Slice scheduler


Shared Slice User  plane


Physical resource



_1521039060.vsd
�

NF 3


NF 2


NF 4


NF 8


NF 5


NF 3


NF 6


NF 7


NF 7


Slice 3�

RAN�

CN


Slice 1�

Slice 2�

�

NF 1



