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1 Introduction 
The new SI for the study on New Radio Access Technology has been approved in RP-160671. As an important issue, the radio interface protocol architecture and procedures for new RAT should be studied. The intention of this contribution is to give a brief analysis on the radio protocol architecture for NR.
2 Discussion on Radio Protocol architecture for NR
In LTE, C-RAN (Centralized, Cooperative, Cloud & Clean - Radio Access Network) with the central BBU (Base Band Unit) and RRU (Radio Remote Unit), which are connected through CPRI (Common Public Radio Interface), is widely deployed in the market. However, as the boost of technology, the increase of the antenna number lead to a significant increase on the requirement of capacity on CPRI.  According to the analysis on the capacity requirement given in [1], the transport requirement for the CPRI in indoor/hotspot scenario will be TB level, which is not acceptable. In order to reduce the requirement on transport capacity and adopt the fronthaul with different transport profile (e.g. capacity, latency), new fronthaul interface should be studied in NR. Considering some baseband function may be moved from BBU to RRU, two new terminologies are defined for the new BBU and RRU respectively.
· Central unite (CU): The unit which terminal the NextGen RAN-Core interface and implements some of the base band function.
· Distributed unit (DU): The unit which implements the RF part and, may implements some of the base band function of the transmission point.
The requirement for CP/UP separation has also been raised during the discussion on the requirement of RAN. The rule to separate functionality among UP protocol stacks are discussed in our contribution [2]. Here the control plane functionality mainly refer to functionality realized by RRC protocol and related RRM except for user plane scheduler.  Thus there is no any control plane functionality will be located within DU.
By separate a NR base station in above two dimensions, the internal architecture of a NR base station will look like following:
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Figure 1: The model of NR node
The routing of user plane packets is quite straight forward i.e. from CU-U node to DU node and there is NGFI in between. The routing of control plane signalling could have two choices, either from CU-C node to UP and then DU node or from CU-C node to DU node directly. One motivation to separate user plane and control plane is to enable independent mobility treatment of control plane and user plane including security aspects. Logically independent routing of control plane signalling from user plane packet would help to enable this motivation. Having said that we propose that control signalling will send to UE through DU directly.
Actually the architecture in Figure 1 is just for example. In reality there is no concept of “base station” any more. This is because one CU-U node can connected to multiple DU nodes as well as multiple CU-C nodes. And this is the same for CU-C node. 
[image: image2.png]Slnew Slnew Slnew Slnew
X2new
X2new
cp s up s cp o up
o o o
DU





Figure 2: The NW interface in NR 
The interface between CU-C nodes and CU-U nodes is called X2new which is quite similar to current X2 interface in LTE system. And the interface between CP or CU-U node to core network is called S1new which is quite similar to current S1 interface. In Figure 2, one CU-U node is connected to two CU-C nodes which one CU-C node is connected to two CU-U nodes also. 
Thanks to the NFv, the network function for each unites can be deployed on requirement. Also considering the NW slice, which is introduced to address the verticals services (e.g. URLLC, mMTC and eMBB), if one DU is shared by multiple NW slice, the DU may need to support multiple different user plane function splitting simultaneously for different NW slice. One example is given as follow:
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Figure 3: example for the CU/DU function split
In the figure above, in order to support the low-latency services (e.g. V2X), all the necessary UP entities for the V2X has been deployed in DU, and the user plane data will be transferred from the vehicle to local GW through DU directly. However for the normal services, the user plane entities are located in both CU and DU based on the function split.
Since the function split between CU and DU should be flexible enough to cater for different transport profile and different NW slice, the user plane entities located in CU/DU should be configurable, and the user plane protocol stack in NR can be summarized as follow:
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Figure 4: User-plane protocol stack in NR
Similar as the user plane protocol stack, the control plane protocol stack can be found as follow:
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Figure 5: Control-plane protocol stack in NR
3 Conclusion 
Based on the analysis above, we give our proposals as follow:
Proposal1: to capture Figure 1 as model of NR node in the TR
Proposal2: to capture Figure 4 as user plane protocol in the TR
Proposal3: to capture Figure 5 as control protocol in the TR
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