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1. Introduction
One issue listed in the New RAT SID [1] is as below:
	· Study the feasibility of different options of splitting the architecture into a “central unit” and a “distributed unit”, with potential interface in between, including transport, configuration and other required functional interactions between these nodes [RAN2, RAN3];


In this contribution, this issue is analyzed. 
2. Discussion
2.1 User plane protocol split options

According to [3], the suggested 5G new RAT architecture is as below:
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Figure-1: RAN architecture for 5G new RAT
The link between the central unit and distributed unit (5G TRP) is named as fronthaul. Based on the current user plane protocol layers, there are five protocol split options for the fronthaul, shown in Figure-2.
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Figure-2: Fronthaul user plane protocol split options 
The detail analysis on the above five options are listed in Table-1:
Table-1 Analysis on the user plane protocol split options
	
	Option 1
	Option 2
	Option 3
	Option 4
	Option 5

	Interface
	Open the interface between PHY and RF
	Open the interface between MAC and PHY
	Open the interface between RLC and MAC
	Open the interface between PDCP and RLC
	Open the interface between PDCP and GW function of central unit

	Information transport on the Interface
	1) Antenna samples
	2) MAC PDUs
3) Mapping between MAC PDU and radio resources
4) UL/DL HARQ feedback indication
5) UL resource request
	1) Buffer status of PDCP/RLC
2) Available resources exchange
3) RLC PDUs
4) PDCP/RLC status report
5) Possibly flow control


	1) PDCP data PDUs
2) PDCP satus report
3) Flow control
	1) IP packet
2) Flow control

	Fronthaulcapacity
	Number of times of the UL/DL peak rates
	20Gbps for downlink and 10Gbps for uplink
	Less than Option 2 since there is no MAC header
	Less than Option 2 since there are no MAC/RLC header
	Less than Option 2 since there is no MAC/RLC/PDCP header

	Fronthaul delay requirement

	Ideal, e.g., less than 2.5 us[4]
	IdealOr non-ideal with limited latency, e.g. 2-5ms
	Ideal or non-ideal 
	Ideal or non-ideal, similar as the requirements on architecture 1C discussed in small cell enhancement
	Ideal or non-ideal

	Distributed unit cost
	Low
	Medium
	High
	High
	High

	Benefit
	1) Supports central scheduling
2) Support central interference coordination
	Gain the same benefits of Option 1 in case of ideal fronthaul; and in case of non-ideal fronthaul, enhancements are needed to gain the same benefit of Option 1. The bandwidth requirement does not depend on the number of antenna ports at the TRP.
	1) Mobility anchor
	1) Mobility anchor
2) No specification effort
3) Benefit for inter-RAT interworking. E.g. LWA
	1) Benefit for 4G/5G interworking

	Drawback
	Capacity requirement on interface is high, no graceful degradation. The bandwidth requirements scale with the number of antenna ports at the TRP.
	Many specification efforts on RAN1 and RAN2 are needed 
	The latency between scheduling and received the RLC PDU is high
	
	Central unit should have the GW-similar function. Data transmission over the interface is not secure (unencrypted). Or requires a specific additional crypto.


Based on the above table, the above four options can be further discussed based on whether the fronthaul is ideal or non-ideal (The terminologies of “ideal” and “non-ideal” refer to the Rel-12 small cell enhancement SI where ideal means the latency is less than 2.5us [4]).
Case1: Ideal fronthaul
If the fronthaul is ideal, all of the above five options can work. But Option 1 and Option 2 can directly achieve the gain ofcentral scheduling and central interference coordination (without need of scheduling commands sent over the fronthaul) compared with the other options.Compared with Option 2 and above, the main shortage of Option 1 is that it has higher requirement on the fronthaul capacity..
Observation 1: If the fronthaul is ideal, Option 1 and Option 2 is more attractive compared with the other three options since it can achieve the gain of central scheduling and central interference coordination.
Proposal 1: If the fronthaul is ideal, Option 1 and Option 2 can be considered.
Proposal 2：Suggest RAN2 to confirm whether the fronthaul capacity can meet the capacity requirement of Option 1 and under which maximum TRP configuration (number of antennas, aggregated bandwidth) based on expected available technology options by 2020.
Case 2: Non-ideal fronthaul
In this case, Option 1 cannot work.
If Option2 needs to be supported, the latency of the non-ideal fronthaul should be limited, e.g. 2-5 ms latency. In addition, there are many RAN1/2 specification efforts. E.g., it needs to specify the UL/DL scheduling timing, the HARQ timing, and the mapping between the MAC PDU and PHY resource.
For option 3, if the fronthaul is non-ideal and there is no RLC data buffer in the distributed TRP, the MAC and RLC should exchange the scheduling and RLC PDU information for each scheduling grant. It will increase the traffic transmission latency. Maybe some functionalreorganization can be considered. E.g., store part of RLC datain the distributed unit which can accelerate the scheduling.
For option 4, it is same as the architecture 1C discussed in small cell enhancement.
For option 5, it is similar as the architecture 1A in small cell enhancement, and their difference is that the data should be routed by central unit, not directly received from S1-U. That is to say it requires the central unit should support GW-like function.The security aspects also need to be solved on the interface.
Observation 2: If the fronthaul is non-ideal, Options 3/4/5 seem more attractive compared with Option 1 and Option 2 since they have looser requirement on the fronthaul latency.
Proposal 3: If the fronthaul is non-ideal, Option 3, Option 4 and Option5 can be studied as baseline.
Proposal 4: Suggest RAN2 to consider the necessity offunctional reorganizationin support of Option 3.
2.2   The distributed unit design
Besides the selection of protocol split options, there is another issue needs to be addressed. That is how to design the distributed unit. There are two alternatives:
· Alt 1: The distributed unit needs to support multiple protocol layers and there is one node controlling the actual protocol layer in use according to some factors such as the fronthaul latency.
· Alt 2: The distributed unit can be classified into different types, and each type only needs to support the protocol layer it needed. For example, for the distributed unit which only supports the protocol split Option 1 as discussed in section 2.1, it only needs to support RF function and no need to support the upper protocol layers.
Considering Alt 2 is low-cost and there is already some ideal fronthaul deployment in current network, it should be supported in NR, But Alt 1 should also be supported considering the forward compatibility. It has the benefit that it can support more flexible protocol split between central unit and distributed unit without changing the hardware equipment.
Proposal 5: Considering the forward compatibility, the distributed unit should be designed to support all the possible protocol layers. This would allow for support of differentprotocol split options without need to change the hardware equipment.
Another aspect needs to be discussed is that which node controls the protocol split options. There are two possibilities:
· Alt1: By the central unit
· Alt2: By the OAM
The factors needed to be considered in the control of protocol split option include the characteristics of fronthaul (e.g.: ideal/non ideal), the targeted performance gain, deployment topology and possibly characteristic of the service/application. The above information is available or made available at the central node if needed. Therefore, the central unit may be more appropriate for controlling the protocol split function.
Proposal6: The central unit controls the protocol split between central unit and distributed units.
3. Conclusion

According to the analysis in section 2, it is observed and proposed:
Observation 1: If the fronthaul is ideal, Option 1 and Option 2 is more attractive compared with the other three options since it can directly achieve the gain of central scheduling and central interference coordination.
Proposal 1: If the fronthaul is ideal, Option 1 and Option2 can be considered.
Proposal 2：Suggest RAN2 to confirm whether the fronthaul capacity can meet the capacity requirement of Option 1and under which maximum TRP configuration (number of antennas, aggregated bandwidth) based on expected available technology options by 2020.
Observation 2: If the fronthaul is non-ideal, Options3/4/5 seem more attractive compared with Option 1 and Option 2 since they have looser requirement on the fronthaul latency.
Proposal 3: If the fronthaul is non-ideal, Option 3, Option 4 and Option5 can be studied as baseline.
Proposal 4: Suggest RAN2 to consider the necessity offunctional reorganizationin support of Option 3.
Proposal 5: Considering the forward compatibility, the distributed unit should be designed to support all the possible protocol layers. This would allow for supportof differentprotocol split options without need to change the hardware equipment.
Proposal 6: The central unit control the protocol split between central unit and distributed units.
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