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1
Introduction
The new SI for the next generation access was approved in 3GPP TSG RAN #71 meeting [1]. The gaining of common understanding on what is required for radio protocol structure and architecture is prioritized during the initial work of the study item. Furthermore, the requirements for architecture and migration of next generation radio access technologies are being specified in TR38.913 [2]. In this contribution, we discuss the method for UP function split to allow the flexible UP architecture according to the SI objectives and RAN architecture requirements. 
2
Discussion
Heterogeneity and diversity are the most remarkable characteristics of next generation radio access technologies different from LTE, the driver of which is ubiquitous mobile broadband with the design principle of “one set fit everything”.   NR access technology will consist of cells with different coverage, capacity and operating on different frequencies and RATs. The heterogeneity of different classes of cells provides both flexible coverage area and improved spectrum efficiency. The emergence of new device types and the increasing of service varieties result in the explosion of mobile devices, applications and use cases. NR access technology needs to satisfy diverse requirements serving different purposes with respect to reliability, latency, throughput, data volume, and mobility. 
In order to support the countless emerging use cases with high variety of applications and performance attributes and simplify the management of the network, the concept of “network slicing” is introduced. Each slice is actually a collection of network functions, targeting to provide only the treatment necessary for the particular use case.  Although its main impacts are on the CN, RAN architecture impacts are also expected since it needs to provide proper RAN functions and specific RAT parameters for each use case. The motivation of network slicing is to realize the flexibility, which is a key enabler to both expand existing businesses and create new businesses [3].  
Proposal 1: RAN architecture shall support the flexibility to satisfy the different requirements of the diverse services. 
2.1 UP function split logically
This requisite for flexibility will have a significant impact on the design of new network architectures.  C/U split has been identified as one important architecture design principle. Our paper [4] considers the network architecture with C/U split and described the decoupled logical entity, i.e. CP anchor and UP anchor.  This contribution mainly focuses on UP architecture. 
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 Figure 1 UP logical function split
Based on the different requirements on latency, throughput and capability of mobility supporting as well as supporting the full flexibility, the UP functions are split into three parts logically. Figure 1 illustrated the UP architecture with function split logically. 
L2H contains the most static functions. L2M can be considered as the UP anchor, and is responsible for distributing traffics and guarantee the transmission robustness over different paths. L2L is to perform scheduling and fast re-transmission.  The intention to differentiate L2H and L2M is to enable flexible UP architecture supporting CIOT, where L2H can be even located in CN to realize the light connection [5]. 
The scheduler is a real-time-RRM controller handling allocation of radio resources and link adaptation across a wireless interface. The main part of this scheduler is in the network end and controls the UE end by commands.   In a peer-to-peer-paradigm, both sides may have such functionality. From UE point view, the assistant information for scheduling should also be reported to the network immediately. Considering that scheduling decisions determine how big pieces of data are transmitted, thus it needs the operation of segmentation / concatenation. The real-time scheduling controls the operation on PHY and L2L.
Table 1 describes the characteristics, responsibilities and the necessary UP functions contained for each part respectively.  

Proposal 2: The UP functions can be split into different parts logically. 

· L2H is mainly for static function operation, e.g. security and header compression;

· L2M is the UP anchor mainly responsible for traffic distribution and lossless data transmission during the operation of bearer splitting, bearer switching or layer2 transmission diversity;
· L2L is mainly for real-time scheduling. 

	Logical function split
	Responsibility
	Necessary UP functions

	Layer2 

-High
	1. Buffering data from the CN;

2. Provide more static functions and the operations 
	Partial PDCP

1. Security, i.e. ciphering and integration

2. Header compression

	Layer2

-Medium
	UP anchor
1. Traffic distribution to different Layer2-Low units through bearer splitting, bearer switching or Layer 2 transmission diversity;

a. It may need feedback or measurement information to manage the layer 2-low units for bearer splitting or path switching.
2. Guarantee the lossless data transmission when bear splitting or bearer switching between different Layer2-Low units is performed. 
	Partial PDCP
1. Traffic distribution and data forwarding

2. Flow control

3. Lossless data transmission during path switching

4. PDCP Reordering 

	Layer 2

-Low
	Real-time RRM, i.e. Scheduling 

1. Link adaptation and radio resource allocation

2. Flexible TTI length selection
3. Fast retransmission
	MAC& RLC
1. HARQ & ARQ;

2. Scheduling assistant information reporting (e.g. BSR, SR, PHR, etc)

3. Concatenation and segmentation


Table 1 UP logical function split
2.2 Centralized unit & distributed units - UP function split physically
Based on the UP logical function split, we can consider how to locate each part of the logical UP architecture into the physical infrastructure of the network. Many criteria need to be considered to choose an optimal function split between the centralized unit and the distributed units. 
L2H, L2M and L2L latency requirements

Although the function split may happen on each protocol layer or on the interface between each layer, different layers imply different constraints on timing as well as feedback loops between the peer entities.  The operations on L2L, e.g. scheduling, HARQ and ARQ are sensitive to imperfect channel state information and latency on the fronthaul. L2M performs non-real-time RRM and flow control to decide how large amount of the UP traffics to be transported through which distributed units.  
Observation 1: Operations on L2M/L2H has less stringent latency requirement than L2L. 
Fronthaul consideration:

There is a trade-off between centralized processing requiring high-capacity fronthaul, and distributed processing using traditional backhaul with less constraint on the latency and capacity. The target of implementing such a functional split between the central units and the distributed units is to get the balance between the requirements on fronthaul and the system performances. 
Observation 2: With high-capacity and low-latency fronthaul, L2H, L2M and L2L functions can be located in the central units. With low-capacity and high-latency fronthaul, L2H, L2M and L2L functions can be located in the distributed units. 
Traffic demands:

The UP architecture needs to cater for a larger variety of services with different characteristics.  If the service is delay-sensitive requiring low E2E latency, it is better that the full UP functions are located in the edge of the RAN network, otherwise, only L2L is located in the distributed unit.  If large traffic volume density is expected in the residential area and large number of users requiring service with high data rate, local breakout with UP functions located in the distributed units allows for local offloading of user data traffic. If there is only background traffic on-going for the user, full UP functions can be operated in the central unit to reduce the signalling overhead and power consumption. 
Observation 3: Different traffic characteristics require different UP function split options. 

Mobility status:
The data transmission interruption or data amount variation during the distributed units change is concerned when UE is in movement. Assuming high data rate is not required or without large volume of data, when UE is in high mobility status, all UP functions are preferred to be located in the central unit to avoid frequent path switching and distributed units change. When UE is in low mobility status or even stationary, a higher degree of decentralization is achievable by shifting L2L/L2M or even L2H into the distributed units. 
Observation 4: Assuming high data rate is not required, when UE is in high mobility status, centralized UP architecture is preferred to avoid frequent data transmission interruption; while UE is in low mobility status, distributed UP architecture can be utilized.
In the realistic network, we need to consider all of those factors to provide the proper UP architecture for the particular users. For example, if UE in high mobility status has large volume of data requiring high speed transmission, it may beneficial to utilize distributed UP architecture if the transportation time duration is not long and limited number of interruptions are acceptable. 
Observation 5: Different scenarios considering all the factors including service type, UE mobility status etc requires different UP architectures to provide the most proper treatment for the services. 
Flexible UP architecture

Based on the observations made above, different use cases, scenarios and services require different UP function split options. In order to satisfy the diverse use cases with different service attributes in terms of latency, throughput etc, flexible UP architecture should be supported. 
With the UP function logical split L2H, L2M and L2L, flexible UP architecture can be realized through the on-demand location of these parts in the physical network infrastructure. For example, L2H can be located in the CN for light connection for CIOT; co-location of L2H and L2M in the centric unit and L2L in the distributed unit can be used to realize DC; single connectivity can be used through locating L2H and L2L in the distributed unit but omitting L2M. 
It is possible that there are multiple services are on-going for a specific UE. For example, the UE is in low mobility status with both background traffics and downloading from the cloud. It could also be allowed that the UE keeps the centralized L2H for background traffic at the same time when distributed L2H is used for local breakout. In this case UE may be configured with different data bearers utilizing different UP architectures respectively.   
Proposal 3: Flexible UP architecture should be realized:
· L2H, L2M and L2L are located and operated in the central unit and distributed units in an on-demand way;

· Different UP architectures are allowed and configured per bearer at the same time for a UE. 
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Figure 2 Flexible function split

 Figure 3 Central unit with multiple distribute units

According to the requirement that “the RAN architecture shall support tight interworking between the new RAT and LTE, including high performing inter-RAT mobility and multi-RAT aggregation/connectivity”,  it is possible that the central units can distribute the traffics to multiple “distributed units”, just as illustrated in Figure 3. The UP traffic can be distributed through different ways, such as bearer splitting, bearer switching as well as layer 2 diversity transmissions. 

Proposal 4: Traffic distribution to multiple distributed units from the central units should be supported. 
3
Conclusion
In this contribution, we split the UP functions logically into different based on the latency. Then we discuss the potential criteria to determine how to locate L2H, L2M and L2L in the physical network infrastructure, i.e. centric unit and distributed units, and following observations were made:

Observation 1: Operations on L2M/L2H has less stringent latency requirement than L2L. 
Observation 2: With high-capacity and low-latency fronthaul, L2H, L2M and L2L functions can be located in the central units. With low-capacity and high-latency fronthaul, L2H, L2M and L2L functions can be located in the distributed units. 
Observation 3: Different traffic characteristics require different UP function split options. 

Observation 4: Assuming high data rate is not required, when UE is in high mobility status, centralized UP architecture is preferred to avoid frequent data transmission interruption; while UE is in low mobility status, distributed UP architecture can be utilized.

Observation 5: Different scenarios considering all the factors including service type, UE mobility status etc requires different UP architectures to provide the most proper treatment for the services. 

 In order to cater for the diverse use case, flexible UP architecture should be supported. 
Proposal 1: RAN architecture shall support the flexibility to satisfy the different requirements of the diverse services. 
Proposal 2: The UP functions can be split into different parts logically. 

· L2H is mainly for static function operation, e.g. security and header compression;

· L2M is the UP anchor mainly responsible for traffic distribution and lossless data transmission during the operation of bearer splitting, bearer switching or layer2 transmission diversity;
· L2L is mainly for real-time scheduling. 

Proposal 3: Flexible UP architecture should be realized:
· L2H, L2M and L2L are located and operated in the central unit and distributed units in an on-demand way;

· Different UP architectures are allowed and configured per bearer at the same time for a UE. 
Proposal 4: Traffic distribution to multiple distributed units from the central units should be supported. 
4
References

[1] RP-160671 New SID Proposal: Study on Next Generation New Radio Access Technology NTT DOCOMO, INC
[2] RPa160082, TS3GPP TR 38.913 V0.2.0
[3] NGMN Alliance, "5G White Paper," 2015.
[4] R2-16xxxx, Tight interaction between 5G and LTE, Mediatek Inc

[5] R2-16xxxx, Light connection for CIOT?, Mediatek Inc








































_1520762692.vsd
L2L


L2M


L2H


PHY


Fronthaul Latency


Central unit 


Distributed 
 unit 


L2L


L2M


L2H


PHY


Flexible function split


short


long


Data rate/traffic volume


Low


High


Mobility status


Low


High


traffic Density


Low


High



_1520767306.vsd
Central unit


Distributed unit


Distributed unit


Distributed unit


Uu


Uu


Uu


UE


...



_1520695056.vsd
L2H-D


L2H-C


L2M


L2L


PHY


shed


L2L


PHY


shed


Uu


Uu



