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1 Introduction

One of the objectives of the new Rel-13 WI on “DC enhancements for LTE” [1] is the introduction of uplink bearer split. In this paper we discuss some open issues that need to be addressed in order to support bearer split in the uplink direction.
2 Discussion
When introducing PDCP user data split for the split bearer also in the uplink direction, there are several issues that need to be solved, for instance: 

· How are BSRs triggered and towards which node are they sent? 

· How is PDCP routing implemented for the UL?

· After BSR, one or two eNBs may schedule the UE with UL grants. The open question is how the UE shall use grants following BSR triggering? 
These open issues are discussed in the following subsections.
2.1 BSR reporting

BSR reporting was discussed in the email summary about uplink bearer split for Rel-12 [2]. The following alternatives were listed and discussed:

1)
report the same amount of data identically to both eNBs (see for instance R2-140043); 

2)
report the data as being available for transmission towards one eNB only (see for instance R2-140656);

3)
tailor the report based on signalled ratio (see for instance R2-140408);

NOTE:
with ratios ranging from 0 to 100% for both logical channels, the 3rd alternative can be understood as allowing the two others i.e. 100% and 100% to achieve the first one, and 0% and 100% to achieve the 2nd one.
4)
report the amount of PDCP data as zero to both eNBs.

5)
report the data as being available for transmission towards one eNB only until it exceeds a threshold. If the available data is above the threshold, the exceeded amount of data is reported to the other eNB.

At that time, the most supported alternatives were alternatives 2 (5 companies) and 3 (11 companies). Clear majority of companies considered that double scheduling should be avoided. 
In alternative 2, it would be left to network implementation and coordination over X2 how the UE is actually scheduled. However, such coordination introduces extra delays negatively affecting the performance. It also increases signaling over the X2. Furthermore, even with coordination, the network side cannot know whether the BSR was triggered due to RLC status report, RLC retransmission or PDCP data. Thus, since RLC status reports and retransmissions are cell group specific but PDCP data is not, the network side cannot know which eNB should schedule the UE. Because of this, the double scheduling cannot be avoided. 
With alternative 3, the UE always reports BSR to both eNBs according to a network configured ratio.  Using fixed reporting ratios may not match the actual scheduled ratio of data on the two links which may result in under-scheduling of the UE, meaning that a link may stop scheduling the UE even if data is available for transmission on the other link. Of course, this situation can be resolved on the network side by MeNB and SeNB coordination, but for this reason, we think that splitting the reporting ratios on the UE side is not necessary. Therefore, we think the best solution would be to let the UE report the PDCP data available for transmission to both MCG and SCG. In this case, the network can decide the ratio of data scheduled via MCG and SCG respectively, either via dynamic scheduling coordination or via fixed or semi-permanent scheduling ratios, and no signaling towards the UE is needed to change the ratios.
Proposal 1 UE reports PDCP data available for transmission to both MeNB and SeNB.
In order to avoid over-scheduling in cases of only small amounts of PDCP data being available for transmission at the UE, the BSR could be limited to a single eNB in such cases. This is effective if say only one PDU is available for transmission in the UE. This may for example be likely the case for typical internet download traffic, where the UL data mostly consists only of e.g. HTTP requests and TCP acknowledgments. Especially during TCP slowstart, it may be beneficial to limit the transmission to one eNB only. During TCP slow start, performance is only limited by the round trip time. UL transmission of TCP acks via the faster link is thus sufficient. Scheduling data via both eNBs could even increase the delay and thus the efficiency of the TCP slow start, if some PDUs are scheduled e.g. via the SeNB and affected by the backhaul delay. 

Thus in order to let the UE report only small amounts of available PDCP data to one eNB, the threshold suggested in alternative 5 could be introduced. However, as difference to alternative 5, if the data in buffer is above the configured threshold, all PDCP data available is reported to both involved eNBs.
Considering all these aspects, we propose the following:

Proposal 2 To avoid double scheduling, UE reports PDCP data to all eNBs only if the amount of available PDCP data exceeds a threshold. Otherwise, UE reports PDCP data only to the configured eNB.
Proposal 3 A new parameter, buffer threshold, is introduced which is configured by RRC.

As in Rel-12, RLC Status reports of each MAC entity should be sent to the corresponding eNB. Also RLC retransmissions should be performed locally in the corresponding eNB. Thus, availability of these should be reported locally.
Proposal 4 UE reports RLC status reports and RLC retransmissions available for transmission to only to eNB terminating the corresponding RLC (like in Rel-12).
2.2 PDCP data transfer procedure
How PDCP data is transferred in the uplink needs further attention when the uplink split is introduced. Some aspects for UL data transfer in PDCP are for example left to UE implementation, e.g. currently, the delivery of PDCP PDUs to lower layers as well as avoiding that not more than half the PDCP SN space is in flight is left for UE implementation. However, there are some aspects which need to be changed.
First, the PDCP data transfer procedure currently includes a PDCP routing function that directs PDUs to the configured uplink CG only:

For split bearers, routing is performed in the transmitting PDCP entity, and reordering is performed in the receiving PDCP entity. When submitting PDCP PDUs to lower layers, the transmitting PDCP entity shall:
-     if ul-DataPath is set to scg by upper layers [3]:
-     submit the PDCP PDUs to the associated AM RLC entity configured for SCG;
-     else:
-     submit the PDCP PDUs to the associated AM RLC entity configured for MCG.
Our proposal is to add a new value for the ul-DataPath  to indicate that the uplink traffic is split between MCG and SCG. 

Proposal 5 Add a new value for ul-DataPath indicating that data may be transmitted either via MCG or SCG.
Second, two possible solutions can be envisaged for how PDCP delivers PDCP PDUs to lower layers in case of uplink bearer split: pushing from PDCP to lower layers, or pulling from PDCP from lower layers. Both solutions would require adding a new possible value for the PDCP variable ul-DataPath. This value could for instance be called split. When ul-DataPath has this value, the PDCP performs the uplink split PDCP routing.
With the pushing solution PDCP PDUs are delivered to lower layer immediately upon arrival of SDU, as long as not more than half the PDCP SN space is in use. However, the problem with this solution is that PDCP PDUs can get stuck in the “wrong” RLC queue (with bad throughput), while the other RLC queue would be nearly empty due to increased throughput and small queue. PDCP PDUs getting stuck in the wrong RLC queue would not happen with the pulling solution. With this solution, the PDCP does not immediately deliver PDCP PDUs to lower layer. When RLC of either cell group receives a transmission opportunity notification with the total size of RLC PDUs to be transmitted in the transmission opportunity from lower layer, the RLC would in a similar fashion notify PDCP of a transmission opportunity with the total transmission size. Then the PDCP delivers a proper amount of PDCP PDUs to the pulling RLC, which delivers them after processing to the lower layer to be transmitted within this transmission opportunity. Therefore every PDCP PDU delivered to lower layer gets transmitted right away and no PDCP PDUs get stuck in wrong queues. 
We consider that pull based solution is preferable. 

Proposal 6 The UE should submit PDCP PDUs to the RLC layer only if there are transmission resources available.

Details of the solution can be left to UE implementation and a note in the PDCP specification could be sufficient.
2.3 MAC level mapping

When the UE has provided BSR to the network, it will typically be scheduled and uplink transmission grants are provided. Currently it is not specified exactly how the UE maps MAC SDUs of different logical channels to the physical layer grants. Logical channel prioritization just determines the priority order of different logical channels and there are limits on how much resources can be allocated to LCHs but actual mapping e.g. when the UE receives grants for multiple SCells at the same time, multiplexing is up to UE implementation. 

Even if the UE sends the BSR towards the configured eNB only (MeNB or SeNB), it can be that the UE is scheduled over multiple eNBs. For example, a scenario as depicted in Figure 1 could occur. 
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Figure 1. BSR procedure for the MeNB bearer (DRB1) and a split bearer (DRB2).

The UE is configured with eNB-specific bearer DRB1 mapped only to MeNB and with the split bearer DRB2 mapped both to the MeNB and SeNB. BSR reporting of the DRB2 is configured towards the SeNB. Assume that the 1000 bytes of data arrives for both bearers simultaneously. For DRB1, the UE sends BSR1 towards MeNB and for DRB2, the UE sends BSR2 towards the SeNB. First the UE is scheduled with a grant of 1000 bytes from the MeNB. If multiplexing of MAC SDU is up to UE implementation or the (temporal) priority of DRB2 is higher in LCP, then the UE selects data of DRB2 and sends data of that bearer with the grant. Later on the UE receives grant of 1000 bytes from the SeNB. However, now there is no data left for any bearers mapped to the SeNB. Thus the UE sends padding to the SeNB. Data of DRB1 gets stuck in the UE until the MeNB receives new information e.g. via periodic BSR. 

The above issue in the scenario above can be reduced by configuring PBR for the lower priority bearer to avoid starvation. However, the padding problem cannot be totally avoided as there are always cases when the split bearer is prioritized over non-split bearer. The eNB is assuming that the UE has data in the buffer (according to BSR) but the UE cannot transmit data when scheduled. 

The following mechanisms could be considered:

1. The PDCP PDUs are split to separate queues which are used both for BSRs and multiplexing [R2-140367]. By this way starvation can be avoided. 

2. If there is data available for multiple logical channels, then data of the logical channel for which the BSR is configured only towards the eNB providing the grant, is prioritized.

The first solution is similar to pushing based solution discussed in the previous section. As a result, there is fixed mapping of UL data to one eNB according to fixed ratios. The main problem of the solution is that it is not flexible in case the link rates vary. With the second solution, there is no fixed mapping, but the logical channel for which the BSR can be triggered, is prioritized. This solution makes sure that there is no risk that the UE multiplexes data towards wrong eNB and there should not be risk of dead-lock situation where the UE is forced to send padding.  
Proposal 7 RAN2 should study how to multiplex PDCP PDUs to physical layer grants to avoid starvation and padding.

2.4 Uplink logical channel prioritisation

Logical channel prioritisation was also discussed in e-mail summary for Rel-12 [2].
RRC controls the scheduling of uplink data by signalling for each logical channel: priority where an increasing priority value indicates a lower priority level, prioritisedBitRate which sets the Prioritized Bit Rate (PBR), bucketSizeDuration which sets the Bucket Size Duration (BSD).

Prioritised bit rate (PBR) and Bucket Size Duration (BSD) are currently configured per logical channel per cell group. PBR, BSD and logical channel priorities are used in LCP to ensure that high priority bearers are served first while avoiding the starvation of lower priority ones. 

Proposals made in RAN2 to handle split bearers in LCP can be categorized into two groups:

1)
common bucket: the two LCP loops share a common bucket to guarantee that grants from both SeNB and MeNB are accounted for in LCP. The initialization and increment is only performed by one MAC entity to avoid erroneous reset at SCell addition and doubling the actual bit rate - see for instance R2-140045.

2)
separate bucket: the two LCP loops run independently, with one PBR and BSD each. The guaranteed bit rate is the sum of the configured PBR - see for instance R2-140057.

The main argument for the common bucket was fulfilling QoS requirement for a radio bearer since from bearer point of view splitting of a bearer should not change its QoS characteristics. The Guaranteed Bit Rate requirement would be simpler to fulfill with common bucket and one Prioritized Bit Rate for both links of the splitted bearer. However with common bucket solution starvation of low priority MAC entities may become an issue. Avoiding starvation requires some UE implementation with interaction between the two MAC entities of the two CGs to ensure RLC status reports of the lower priority link get through. This results in the two MAC entities being not independent of each other.
With separate buckets for the CGs the starvation problem can be avoided since LCP of one CG is not dependent on the LCP of the other CG, but they have their own PBR which guarantees minimum throughput for their respective MAC entity. With this also minimum bit rate for RLC feedbacks can be guaranteed and this solution does not require interaction between the two MAC entities. One concern with separate buckets is how to meet the QoS requirement GBR for a split bearer. The sum of the two PBRs could be set to be higher than the GBR to ensure meeting the QoS requirement. This procedure however would change the QoS characteristics (increased GBR) of the splitted bearer compared to non-splitted bearer. Another concern is how to react to changing channel conditions, when the other link experiences bad conditions, since separate bucket solution would require some fixed split between parameters. 
Proposal 8 RAN2 to discuss pros and cons of common versus separate buckets for uplink split bearers.
3 Conclusion

Based on the discussion in section 2 we propose the following:
Proposal 1
UE reports PDCP data available for transmission to both MeNB and SeNB.
Proposal 2
To avoid double scheduling, UE reports PDCP data to all eNBs only if the amount of available PDCP data exceeds a threshold. Otherwise, UE reports PDCP data only to the configured eNB.
Proposal 3
A new parameter, buffer threshold, is introduced which is configured by RRC.
Proposal 4
UE reports RLC status reports and RLC retransmissions available for transmission to only to eNB terminating the corresponding RLC (like in Rel-12).
Proposal 5
Add a new value for ul-DataPath indicating that data may be transmitted either via MCG or SCG.
Proposal 6
The UE should submit PDCP PDUs to the RLC layer only if there are transmission resources available.
Proposal 7
RAN2 should study how to multiplex PDCP PDUs to physical layer grants to avoid starvation and padding.
Proposal 8
RAN2 to discuss pros and cons of common versus separate buckets for uplink split bearers.
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