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1. Introduction
According to the agreements made for the DC (Dual Connectivity), “MeNB and SeNB exchange information about UE configuration by means of RRC containers (inter node messages)”, and the SCG configuration provided by the SeNB is sent in the RRC container via X2 interface. The SCG configuration will be combined with the MCG configuration, and sent to the UE via the RRCConnectionReconfiguration message. And the UE will send back an RRCConnectionReconfigurationComplete message back to the MeNB, corresponding to the received RRCConnectionReconfiguration message. In this contribution, we discuss if there is a need of supporting parallel SCG configurations, and how to support the parallel SCG configurations.
2. Discussion
2.1. Need for supporting parallel SCG configuration
According to 36.331, several RRC connection reconfiguration procedures can run in parallel. And each procedure is identified by an rrc-TransactionIdentifier contained in both RRCConnectionReconfiguration and RRCConnectionReconfigurationComplete message. The reason to support parallel RRC procedures is because the network may decide to reconfigure the UE at anytime, and the UE may send its response back at any time based on its implementation and the received UL grant. The parallel RRC procedures can provide timely configuration to the UE without waiting for the feedback from the UE.
According to the architecture of DC, the SCG configuration is forwarded to the UE by the MeNB over non-ideal backhaul, and the confirmation from the UE is forwarded to the SeNB by the MeNB also over non-ideal backhaul. The delay would be much larger than transmitting the configuration directly through the Uu interface.  Furthermore, the SeNB would need to change the UE configuration at anytime. For example, after sending a SCG configuration, a PHY/RA problem of a SCG SCell is detected. The SeNB needs to release one of the SCG SCell(s). On the other hand both the MeNB and the SeNB can trigger the SCG modification procedure, and the two triggers can cause two parallel SCG modification configurations. And the SeNB itself may also need to send an updated SCG configuration before receiving the confirmation from the UE corresponding to a previously SCG configuration. Then supporting parallel SCG configurations can improve the UE and the network performance and leave more flexibility to the network.
Proposal 1: To support parallel SCG configuration.
2.2. How to support parallel SCG configuration
Q1: X2 AP message or inter-eNB RRC message for transaction management?
According to 36.423 [2], “unless explicitly indicated in the procedure specification, at any instance in time one protocol peer shall have a maximum of one ongoing X2AP procedure related to a certain UE”. Currently, the parallel X2 AP procedures are not supported. If the SeNB sends two X2 AP messages with the same X2 AP IEs, the second received X2 AP message will be dropped by the MeNB if the first X2 AP message has already been received. According to 36.331, the legacy inter-eNB RRC messages (without transaction ID) defined in the current specification do not support parallel procedures. This is because these inter-eNB RRC messages are only used for the handover procedure, and it is not possible for a source eNB and a target eNB to prepare more than one handovers for one UE. However as the analysis given in Section 2.1, several SCG modification procedures can be triggered in parallel. Then we need to consider how to support the parallel SCG configurations. As the RRC connection reconfiguration procedure over the Uu interface has already supported parallel procedures, we only need to support the parallel SCG configurations over the X2 interface. 
Two solutions to support the parallel SCG configurations over the X2 interface are listed below:
· Option 1.1: include a transaction ID in the inter-eNB RRC message

· Option 1.2: include a transaction ID in the X2 AP message

Here we have Table 1 giving the comparisons between Option 1.1 and Option 1.2:

Table 1: Comparison between Option 1.1 and Option 1.2
	
	Signaling overhead
	MeNB complexity
	SeNB complexity
	RAN3 standard effort
	RAN2 standard effort

	Option 1.1:

Parallel Transactions in X2 AP
	Low
	Low
	Low
	Medium
	Low

	Option 1.2:

Parallel Transactions in inter-eNB RRC
	Low
	Medium
	Low
	Low
	Medium


Considering signaling overhead, a transaction ID in the X2 AP message is almost the same as a transaction ID in the inter-eNB RRC message while considering the high capacity of the X2 interface. 
Considering the MeNB complexity, Option 1.1 requires the MeNB to recognize the parallel transactions at X2 AP layer. In order to avoid dropping the second received X2 AP messages, Option 1.2 requires the MeNB to comprehend the transaction ID in the inter-eNB message included in the RRC container even if the X2 AP IEs are the same as the first received X2 AP messages. This may also need some clarifications in the RAN3 specifications. On the other hand, according to the agreement from RAN2#85 meeting, the MeNB forwards the RRCConnectionReconfigurationComplete message to the SeNB. As the rrc-TransactionIdentifier included in RRCConnectionReconfigurationComplete message can be different from the rrc-TransactionIdentifier included in the inter-eNB message of the SCG configuration. In order to have a correct rrc-TransactionIdentifier in “SCG Modification Response” corresponding to the rrc-TransactionIdentifier in “SCG Modification Request”, we could have the following alternatives (either of which needs some clarifications in the specifications):

· Option 2.1: add another transaction ID in the inter-eNB message in “SCG Modification Response” whose value is set to the rrc-TransactionIdentifier of the corresponding inter-eNB message in “SCG Modification Request”.

· Option 2.2: The value of the rrc-TransactionIdentifier of the RRCConnectionReconfigurationComplete forwarded to SeNB is set to the rrc-TransactionIdentifier of the corresponding inter-eNB message in “SCG Modification Request”.

Considering the SeNB complexities, Option 1.1 requires the SeNB to recognize the parallel transactions at X2 AP layer, and Option 1.2 requires the SeNB to recognize the parallel transactions at the RRC layer.
Considering the standard effort of RAN3, Option 1.1 needs RAN3 to define parallel transaction function over X2 AP. Option 1.2 requires some clarification in RAN3 specification to avoid the drop of the second received X2 AP message.
Considering the standard effort of RAN2, Option 1.1 may require RAN2 to clarify how the MeNB maps the transaction of X2 AP procedure to the transaction of the Uu RRC procedure. Option 1.2 needs RAN2 to support parallel transactions over the inter-eNB RRC messages. And RAN2 may need to clarify how the MeNB maps the transaction of the inter-eNB RRC procedure to the transaction of the Uu RRC procedure.
As both options have its own pros and cons, we have no strong preference on either of the options. But we think RAN2 should have a solution to support the effective parallel SCG configurations.
Proposal 2: RAN2 is kindly asked to discuss the following options to support parallel SCG configuration:
· Option 1.1: include a transaction ID in the inter-eNB RRC message
· Option 1.2: include a transaction ID in the X2 AP message
If Option 1.2 is agreed, we need to send an LS to RAN3 to inform them our decisions.
Proposal 3: If Option 1.2 in Proposal 2 is agreed, an LS needs to be sent to RAN3.
3. Conclusion
According to the analysis given in section 2, the parallel SCG configurations need to be supported to improve the UE performance. Thus we have the following Proposals:
Proposal 1: To support parallel SCG configuration.
Proposal 2: RAN2 is kindly asked to discuss the following options to support parallel SCG configuration:

· Option 1.1: include a transaction ID in the inter-eNB RRC message

· Option 1.2: include a transaction ID in the X2 AP message

Proposal 3: If Option 1.2 in Proposal 2 is agreed, an LS needs to be sent to RAN3.
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