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1 Introduction

In this contribution, HFN de-sync problem and Unintended discard problem is clarified and the severity is discussed. And, according to the severity of those problems, possible wayforwards are suggested to handle HFN de-sync problem and Uninteded discard problem in PDCP reordering.
2 Legacy PDCP reordering procedure (Discarding duplicate packets and Synchronizing HFN)
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Figure 1: Legacy PDCP reordering procedure
 Above figure shows legacy PDCP reordering procedure for synchronizing HFN. Each case is classified according to the location of state variables, i.e. Last submitted PDCP SN, Next PDCP SN, Received packet [1].
 Basically, legacy PDCP reordering procedure assumes meaningful packets (bulky received packets) are within ‘Non-discarded region’ in Figure 1. If SN of a received packet (one of bulky received packets) is outside the range, the packet is deemed a duplicated packet and discarded. And right side of the range is not treated because in-sequence delivery is assumed on RLC AM mode.

3 HFN de-sync problem
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Figure 2: HFN de-synce problem
 This problem would be induced from bulky received PDCP PDU packets from dual eNB. As depicted in Figure 2, there is an ambiguity on whether HFN = n or n+1 for Received packet. If there is no limitation on PDCP transmission, any pulling window based reordering algorithm could not solve this problem. That is because early received packet (Received packet in Figure 2) could not be prevented by receiver.
Observation 1: If there is no limitation on PDCP transmission, any pulling window based reordering algorithm could not solve this problem.
4 Unintended discard problem

In Figure 3, uninteded discarded PDCP packets due to early pulling window is depicted. Regardless of legacy PDCP reordering window, pulling window would discard any packets out of range of itself. For example, current received packet SN = m+3 on SeNB side PDCP receiver is discarded since it is on the out of range of pulled window by PDCP packets early received by MeNB side PDCP receiver. However, if UM based PDCP reordering window is enough long to cover whole possible received packet SNs, this problem would not occur.
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Figure 3: Unintended discarded PDCP packets due to early pulled window
Observation 2: If UM based PDCP reordering window is too short to cover whole possible received PDCP packet SNs, unintended discarded PDCP packets could happen due to early pulled window.
5 Wayforward to handle problems
Regarding observation 1, we should firstly discuss the problem is critical in practical. If the problem is not critical in practical, e.g. those bulky situaition is very rare case, HFN sync problem could be ingored when discussing PDCP reordering algorithm in split bearer. If the problem is critical in practical, e.g. as like PDCP SN extension in CA, HFN de-sync problem should be considered and especially the limitation of packet transmission on PDCP transmitter side should be studied more. One possibility is a smart RLC configuration to prevent UE from receiving bulky PDCP packets.
Proposal: It should be disucssed whether HFN de-sync problem is critical in practical or not.

Wayforward 1: If HFN de-sync problem is not critical, UM-based reordering algorithm is used without additional enhancement.

Wayforward 2: If HFN de-sync problem is critical, UM-based reordering algorithm is used with enhancement on the limitation of PDCP tranmission, e.g. smart RLC configuration to prevent UE from receiving bulky PDCP packets.
 Regarding observatioin 2, if the window is enough broad, then there could be no loss by pulled window. Especially, through HFN de-sync issue, if early transmission out of half-of-maximum-PDCP-SN range is prevented and the size of PDCP reordering window is set to half of maximum PDCP SN, there would be no loss by pulled window. There would be no packet to pull window in advance than the PDCP reordering window size, i.e. the half of maximum PDCP SN.
Wayforward 3: The size of UM-based reordering window should be set to half of maximum PDCP SN.

6 Conclusion

<Observation>

Observation 1: If there is no limitation on PDCP transmission, any pulling window based reordering algorithm could not solve this problem.
Observation 2: If UM based PDCP reordering window is too short to cover whole possible received PDCP packet SNs, unintended discarded PDCP packets could happen due to early pulled window.
<Proposal>

Proposal: It should be disucssed whether HFN de-sync problem is critical in practical or not.
<Wayforward>

Wayforward 1: If HFN de-sync problem is not critical, UM-based reordering algorithm is used without additional enhancement.

Wayforward 2: If HFN de-sync problem is critical, UM-based reordering algorithm is used with enhancement on the limitation of PDCP tranmission, e.g. smart RLC configuration to prevent UE from receiving bulky PDCP packets.
Wayforward 3: The size of UM-based reordering window should be set to half of maximum PDCP SN.
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