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1
Introduction
This contribution is a resubmission of the outcome of the email discussion 85#22, focusing on aspects that are relevant to uplink transmissions in 3C regardless of whether UL bearer split is supported or not i.e. ignoring the discussions and proposals related to uplink bearer split. 
2
Logical Channel Prioritisation
With two MAC entities agreed for DC, two independent LCP procedures run in parallel: one for the MCG handling the logical channels mapped to the MAC entity corresponding to the MeNB and another one for the SCG handling the logical channels mapped to the MAC entity corresponding to the SeNB. The LCP procedure is currently specified as follows [36.321]: 

	5.4.3.1
Logical channel prioritization

The Logical Channel Prioritization procedure is applied when a new transmission is performed.

RRC controls the scheduling of uplink data by signalling for each logical channel: priority where an increasing priority value indicates a lower priority level, prioritisedBitRate which sets the Prioritized Bit Rate (PBR), bucketSizeDuration which sets the Bucket Size Duration (BSD).

The UE shall maintain a variable Bj for each logical channel j. Bj shall be initialized to zero when the related logical channel is established, and incremented by the product PBR × TTI duration for each TTI, where PBR is Prioritized Bit Rate of logical channel j. However, the value of Bj can never exceed the bucket size and if the value of Bj is larger than the bucket size of logical channel j, it shall be set to the bucket size. The bucket size of a logical channel is equal to PBR × BSD, where PBR and BSD are configured by upper layers.

The UE shall perform the following Logical Channel Prioritization procedure when a new transmission is performed:

-
The UE shall allocate resources to the logical channels in the following steps:

-
Step 1: All the logical channels with Bj > 0 are allocated resources in a decreasing priority order. If the PBR of a radio bearer is set to “infinity”, the UE shall allocate resources for all the data that is available for transmission on the radio bearer before meeting the PBR of the lower priority radio bearer(s);

-
Step 2: the UE shall decrement Bj by the total size of MAC SDUs served to logical channel j in Step 1

NOTE:
The value of Bj can be negative.

-
Step 3: if any resources remain, all the logical channels are served in a strict decreasing priority order (regardless of the value of Bj) until either the data for that logical channel or the UL grant is exhausted, whichever comes first. Logical channels configured with equal priority should be served equally.


Prioritised bit rate (PBR) and Bucket Size Duration (BSD) are currently configured per logical channel, which is the same as saying that PBR and BSD are configured per bearer since we currently have a one- to-one mapping between radio bearers and logical channels. PBR, BSD and logical channel priorities are used in LCP to ensure that high priority bearers are served first while avoiding the starvation of lower priority ones. 

Proposals made in RAN2 to handle split bearers in LCP can be categorized into two groups:
1)
common bucket: the two LCP loops share a common bucket to guarantee that grants from both SeNB and MeNB are accounted for in LCP. The initialization and increment is only performed by one MAC entity to avoid erroneous reset at SCell addition and doubling the actual bit rate - see for instance R2-140045.
2)
separate bucket: the two LCP loops run independently, with one PBR and BSD each. The guaranteed bit rate is the sum of the configured PBR - see for instance R2-140057.
Question 1: which bucket mechanism to handle the logical channel carrying RLC status reports do companies see as most suitable for downlink bearer split?
	Question 1: which bucket mechanism to handle the logical channel carrying RLC status reports do companies see as most suitable for downlink bearer split?

	Company
	Common/Separate
	Comments

	Pantech
	Separate
	If common bucket is assumed, two issues would be anticipated.

The first issue is restriction on logical channel allocation. If current specified LCP steps are reused, LCP is performed logical channel by logical channel. Hence, in order to utilize common bucket in LCP, same logical channel ID should be assigned to UE by network for an UL split RB. For example, if logical channel ID #1 is assigned to UE in MeNB for an UL split RB, same logical channel ID number should be assigned to UE in SeNB for the RB. Of course, as another approach, it is possible that specification is changed to perform LCP procedure for two logical channel IDs of both eNBs.

The second issue is how to handle bucket when UL resource simultaneously being granted. Based on current specification, both RLC status reports (for MCG, SCG) for split UL RB could be sent on an eNB (SeNB or MeNB). That is because there is no priority over eNBs and whole granted UL resource is consumed logical channel by logical channel (i.e. bucket starvation issue). However, in this time, it is agreed that RLC status report should be sent to the corresponding eNB which tranmit DL. In order to prevent both RLC status reports to one eNB, new mechanism would be required.  That would require complex implementation and specification change.

As separate bucket is assumed, it can be issued how to determine PBR with regard to GBR and MBR of RB. However, it would be basically eNB impelementation issue. And even a little overflow beyond GBR and MBR would not be critical.

	Ericsson
	Maybe separate
	In our understanding, this case is as follows:

MAC entity 1 for MeNB: New PDCP PDUs and RLC status reports (LCH1)

MAC entity 2 for SeNB: Only  RLC status reports (LCH2)

(we should not study only RLC status reporting)

Now the question is that if LCP of MAC entity 2 should depend on LCP of MAC entity 1 and vice versa. 

We consider that in this case separate buckets would work well. So the priority of LCH2 can remain high in the SeNB as the data rate due to the RLC status reports is very low. 

R2-140045 stated some concerns of separate buckets. However, concern of doubling the bitrate is not valid in this case. Then about the concern of erroneous reset at SCell addition: We do not think this is really a problem as SeNB addition does not occur frequently and there should not be very many bearers to compete with. If erroneous reset would be a problem, it is possible to solve this by use MeNB LCP parameter state as a starting point when the bearer is split (i.e. no reset done).
If we have a common bucket, we need to make sure that there is no starvation for RLC status reports of LCH2.

	Samsung
	Separate
	Drawbacks of common bucket;
· D1: Uplink transmission towareds one Cell Group drains the bucket tended to be used for the other cell group.

· Assuming common bucket = 20 kbps, uplink transmission is mostly in SCG with average data rate of higher than that e.g. 100 kbps, then the token would always be depleted by SCG uplink transmission, leaving nothing for MCG transmission. 

· The problem stems from that token is consumed by every single uplink transmission regardless of whether uplink transmission is possible with or without token.

· D2: Not complying with the independent MAC entity/operation 

· Common bucket belongs to the both MAC entities, which does not comfortably work together with the separate/independent MAC model 

· D3: Not complying with the current signalling structure

· PBR parameter is defined as a logical channel parameter in the current specification.

So we assume if we go for common bucket, 1) a mechanism to avoid depletion of one eNB due to transmissions to the other eNB would be needed, and 2) more specification changes are expected.  

Additional considerations;
· By going for separate bucket approach, we can avoid all the drawbacks of the common bucket. 

· One concern would be inaccuracy from splitting the PBR between logical channels. PBR has not been completely accurate anyway in the normal bearer; PBR is used not only for PDCP data but also for PDCP and RLC status report. It stays same in the separate bucket as below;

· Normal bucket covers [PDCP data PDU, PDCP STATUS REPORT and RLC STATUS REPORT]

· Separate bucket covers [part of PDCP data PUD, PDCP STATUS REPORT and RLC STATUS REPORT of the corresponding RLC entity]

	Broadcom
	Separate
	The common bucket has a drawback that one CG may consume all capacity given by the bucket and then the other CG maybe not allowed to schedule any uplink data for the split bearer due to the zero or negative value of the Bj at Step 1 and so even RLC status PDUs could be blocked on the other CG.

The separate buckets can guarantee the minimum throughput for each CG and so the other CG starvation issue can be avoided.

Common buckets would be slightly preferable for fulfilling the GBR requirements in the short time scale, but the benefits disappead with the longer periods of time. Hence, the starvation problem of the common buckets mentioned above favors the use of separate buckets.

Some companies claimed it could be left upto UE impelemntation to work out the starvation issue but we think the smart UE implementation is not that simple (because it requires RLC-MAC interaction and changes LCP, so far all MAC behaviours are not dependent on data contents but the new LCP works differently dependent on the data contents, e.g. either RLC data PDU or RLC status PDU) and so it’s better to have a standardised solution here.

	Qualcomm
	Common
	PBR and BSD are essentially related to QoS and hence bearer-specific. Whether the bearer is split or not does not change its QoS characteristics. Hence, a common bucket mechanism is more appropriate since the bearer experiences the aggregate of the two logical channels. The special case when only RLC Status reports are present does not require any special treatment (as the UE would only trigger BSR/receive grants on the corresponding eNB in such cases). The common token bucket mechanism is a good choice for both scenarios - when there is PDCP data and when there are RLC only reports - and such common solution should be the design preference. A corner case of starvation concern for RLC status reports can readily be addressed by UE implementation.

	Panasonic
	Common
	Common bucket scheme is technically more in line with the QoS control in LTE. In the separate bucket approach QoS would be controlled per logical channel, i.e. PBR is configured for each of the two logical channels belonging to the split bearer. However the QoS should be rather controlled on bearer level. It would be not so obvious how to configure the PBR values for the two separate buckets.

Regarding the raised concerns on the common bucket scheme we don’t see any issue with the Logical channel ID since there are two LCPs running, i.e one in MAC for MCG and one in MAC for SCG. 

Furthermore since we have two separate RLCs, i.e. one connected to MAC of MCG and one connected to MAC for SCG, there is also no issue that the RLC status report will not be transmitted to the corresponding eNB.

On the concern of starvation of RLC status reports, we also think that this can be addressed by UE implementation, e.g. UE could perform the first/second step of the LCP procedure for a split bearer jointly for the two links in case uplink grants for MCG and SCG is received simultaneously. By this UE could ensure that RLC status reports are not blocked by uplink transmissions on other CG.

	Nokia & NSN
	Common (slight preference)
	PBR is used to for two things: to fulfill a GBR requirement and to avoid starvation of low priority bearers. 
To fulfil a GBR requirement, a common bucket is especially attractive as it should not matter to the application through which of the two eNBs the data is sent. Having separate buckets restricts scheduling flexibility by enforcing a fixed ratio e.g. 32kbps achieved by always sending 16kbps over MeNB and 16kbps over SeNB. As such, it should be obvious that the common bucket is more capable of fulfilling the QoS requirements of a bearer. However, with the agreement that bearer split only applies to RLC AM, the relevance of the GBR requirement perhaps diminishes.

To avoid starvation, we acknowledge that with a common bucket, we would need to rely on sensible UE implementations to avoid that one of the two logical channels of the bearer always consume the resources, leaving the other logical channel essentially starving (with RLC PDUs stuck). From that viewpoint only, separate bucket might be more attractive.

	Huawei, HiSilicon
	Separate
	The separate bucket approach only requires minimal modification to current MAC specification. The signalling support is straightforward for separate PBRs of MCG and SCG. If there is no split transmission of UL PDCP data, one of the PBRs is only for RLC status report, and it’d be very easy to configure PBRs for MCG and SCG.

The approach of common bucket may impose challenges in LCP operation, and makes it difficult for eNB to decide UL grant based on BSR:
Option 1: sequential LCP

Priority/sequence has to be defined or configured for MAC entities corresponding to the MCG and SCG. Low priority MAC entity may have risk of starvation and waste of UL grant, because the Bj may become negative after the first LCP procedure. This leads to the deferred RLC status report and throughput degradation. In order to solve this issue, minimum PBR requirement (e.g., for RLC status report) may need to be configured per MAC entity. 

Option 2: parallel LCP

Only the MAC entity of MCG maintains the Bj increment and decrement. SCG MAC entity obtains Bj from MCG MAC entity to see if it is positive each time before it performs LCP, and transfers the size of MAC SDU to MCG MAC entity for decrement after each LCP operation. Both MAC entities may tend to be greedy (yet still standards compliant) and Bj may be severely negative for some TTIs. This leads to bursty and unstable traffic for the involved UL bearer. It also relies on frequent interactions between MAC entities.

	LGE
	Separate
	With a common bucket, the drawback is starvation of RLC status reports. To avoid starvation problem, close interaction is required between two MAC entities, which needs complicated specification work.

With a separate bucket, some companies think that it cannot ensure QoS of a bearer. However, network can ensure QoS of a bearer by properly setting PBR for each logical channel. Moreover, as PBR and BSD are already configured per logical channel in the current specification, separate bucket is easily specified with minimum change, i.e., one more PBR value for a bearer.

	NEC
	Separate
	The main problem of common bucket is starvation of the RLC STATUS REPORT, i.e. RLC STATUS REPORT may not be serviced or delayed due to the common bucket has been drained by the other LCH.

To solve this problem, separate buket can be used, and for DL split bearer, simply higher priority can be set to RLC STATUS REPORT only LCH. This would require no effort to coordinate the two LCHs’ configuration.

	MediaTek
	Common
	Common bucket is more naturally aligned with current bearer QoS control. The starving should NOT be a common case with sensible scheduler, if the uplink of one CG is much better than the other one, NW can provision more data to that CG. The starving of RLC status report is a coner case and therefore better left to UE implementation. One good thing for common bucket is no need to configure additional PRB/BSD or ratio/fraction parameter, which is solely for the purpose of separate LCP without performance gain.

	ZTE
	Common
	We also think common bucket has more flexibility for logical channel priority procedure, especially when only one grant is received in one TTI. When two grants are received in the same time, starving may occur. Assuming UE run LCP in turn, Bj maybe consumed completely by first round of LCP in one MAC entity. In this case and RLC status of another RLC entity can be still transmitted unless it can’t get uplink grant due to its low logical channel priority. If UE run the LCP procedure in turn between two MAC entities, then this problem will more or less disappear.

	ETRI
	Separate
	The common bucket approach has strength in terms of guarantee of QoS requirement as it could use two eNBs based on application’s requirements. However this approach has following two drawbacks. The first one is that this approach may cause a starvation of RLC status report and the other one is that it requires a lot of modification to current MAC specification.

In separate bucket approach, it seems that there is no starvation problem of RLC status report. Additionally this approach requires a little impact on current specification compared to the common bucket approach. However though it may cause some problem to guarantee of QoS of a radio bearer, it is possible to solve this by properly setting of LCP parameters for each logical channel when bearer split is configured.  

	ITL
	Common
	Basically, we support common bucket for QoS control for RB. The problem of PBR setting for seperated LCHs by network is that the change of PBR between the two LCHs should be required to monitor the wireless channel variation. It means that additional UL monitoring mechanism to change UL scheduling parameter is needed. It is not easy to implement above new mechanism. Whereas, we think that specification work for close interaction between two MAC entity would not effect the schedule to finish DC in Rel-12.

	CMCC
	Separate
	We share the same view with LGE

	ITRI
	Separate
	Using separate bucket would be simpler for the independent MAC to manage the UL resources and avoid the possible starvation problem.

	Alcatel-Lucent/Alcatel-Lucent Shanghai Bell
	Separate
	We also respect the comments by other companies on the possible starvation of the RLC STTATUS Report by the use of common bucket. Additionally, we think there is possibility of starvation of MCG bearer (with low priority) by a split bearer.

We wonder the operation of BSR and common bucket based LCP. 

As shown in observation 1, a split bearer in downlink also appears as a split bearer in uplink. RLC STATUS report must be transmitted to the corresponding eNB hence RLC STATUS report transmission requires separate bucket. The use of common bucket for the PDCP PDUs means that there will be common bucket and separate bucket handling at the UE depending on whether PDCP PDU or RLC STATUS report are been transmitted.



	InterDigital
	Common
	We see common bucket operation where one MAC initializes, increments, and maintains the maximum size as more aligned with R10/11 CA UE behavior. The main difference that grants maybe limited to certain logical channels with DC can be handled by UE implementation for proper operation.

	NTT DOCOMO
	Separate
	We think the separate bucket is better:

- If we go with common bucket, there is a risk of the starvation. The one LCH in SCG (which transmits both RLC control PDU and PDCP PDU) may consume the Bj so much and the other LCH in MCG (which transmits RLC control PDU only) experiences the starvation resulting the RLC control PDU will be delayed.

- If we go with separate bucket, the appropriate rate control may be difficult. Since the rate control is based on QCI, the PBR should be split over LCH associated with MCG and that associated with SCG, such as 16kbps and 16kbps (corresponding to 32kbps PBR for the bearer). However, as the data rate of RLC control PDU will be a few kbps, we think the PBR control is mainly applied to LCH which delivers PDCP PDU.

	Kyocera
	Separate
	RLCs should be handled independently for CG. Therefore sepalated bucket is natual to use. 

	Intel
	Separate
	Common bucket has the starvation problem. In addition, close interaction between MAC entities are needed if common bucket is used.

Since only RLC STATUS PDU is transmitted to MeNB, and such status PDU is not transmitted frequently, the data rate to MeNB is very low. Using separate bucket is rather straightforward.

	CATT
	Separate
	For the common bucket, the LCP procedure is changed compared with the legacy LCP procedure. We need to clarify the UE behaviros of how to decrement and increment the bucket maintained at the UE.

For the separate bucket, the PBR can be coordinated along with the capability coordination between the MeNB and the SeNB. The LCP procedure is independent at the two MAC entities of the UE, and is the same as the legacy LCP. This simplifies the UE implementation. If the UL bearer split is not supported, the PBR has no need to be coordinated as the PBR of the logical channel with only RLC STATUS PDU can be set to infinity.


Having selected the mechanisms that are anyway required to handle RLC status reports for downlink bearer split, we need to look at possible additions - if any - to handle PDCP PDUs for uplink bearer split.

3
Buffer Status Reporting
Buffer status reporting is used to indicate the amount of data the UE has available for transmission to help the eNB choose an appropriate transport block size. BSR actually reports the buffer status of logical channel groups (LCG). Logical channels can be divided in up to 4 different LCGs through RRC signalling but a logical channel does not necessarily belong to an LCG [36.331].
In MAC specification [36.321], the buffer size of an LCG is defined as:

	-
Buffer Size: The Buffer Size field identifies the total amount of data available across all logical channels of a logical channel group after all MAC PDUs for the TTI have been built. The amount of data is indicated in number of bytes. It shall include all data that is available for transmission in the RLC layer and in the PDCP layer; the definition of what data shall be considered as available for transmission is specified in [3] and [4] respectively. The size of the RLC and MAC headers are not considered in the buffer size computation. The length of this field is 6 bits. If extendedBSR-Sizes is not configured, the values taken by the Buffer Size field are shown in Table 6.1.3.1-1. If extendedBSR-Sizes is configured, the values taken by the Buffer Size field are shown in Table 6.1.3.1-2.


In RLC specification [36.322], data available for transmission is defined as:

	4.5
Data available for transmission

For the purpose of MAC buffer status reporting, the UE shall consider the following as data available for transmission in the RLC layer:

-
RLC SDUs, or segments thereof, that have not yet been included in an RLC data PDU;

-
RLC data PDUs, or portions thereof, that are pending for retransmission (RLC AM).

In addition, if a STATUS PDU has been triggered and the status prohibit timer is not running or has expired, the UE shall estimate the size of the STATUS PDU that will be transmitted in the next transmission opportunity, and consider this as data available for transmission in the RLC layer.


So as commented already above, from a MAC viewpoint, what originates from RLC is data, regardless of whether it is an RLC status report only or PDCP PDUs processed by RLC. With two MAC entities agreed for DC, two independent BSR procedures run in parallel: one for the MCG handling the logical channels mapped to the MAC entity corresponding to the MeNB and another one for the SCG handling the logical channels mapped to the MAC entity corresponding to the SeNB. Reflecting RLC status PDUs in the BSR of the corresponding MAC entity does not seem to require additional mechanism: each MAC entity can rely on existing buffer size calculations.
Observation 1: for DL split bearers, reflecting RLC status PDUs in the BSR of the corresponding MAC entity does not require additional mechanism: each MAC entity can rely on existing buffer size calculations at RLC.

Question 2: do companies agree with Observation 1 and if not, which additional mechanisms would be needed?

	Question 2: do companies agree with Observation 1 and if not, which additional mechanisms would be needed?

	Company
	Yes/No
	Comments

	Pantech
	Yes
	No additional mechanisms would be needed.

	Ericsson
	Yes
	When we have fixed mapping between RLC entities and MAC entities, it should be clear which RLC data belongs to which BSR procedure.

	Samsung
	Yes
	

	Broadcom
	Yes
	

	Qualcomm
	Yes
	Any data in RLC is always handled by the corresponding MAC entity.

	Panasonic 
	Yes
	No additional mechanism needed. 

	Nokia & NSN
	Yes
	

	Huawei, HiSilicon
	Yes
	There is fixed mapping between RLC and MAC entities in dual connectivity operation.

	LGE
	Yes
	

	NEC
	Yes
	

	MediaTek
	Yes
	

	ZTE
	Yes
	

	ETRI
	Yes
	When fixed mapping is considered between RLC and MAC, additional mechanism would not be required. 

	ITL
	Yes
	

	CMCC
	Yes
	

	ITRI
	Yes
	

	Alcatel-Lucent/Alcatel-Lucent Shanghai Bell
	Yes
	

	InterDigital
	Yes
	

	NTT DOCOMO
	Yes
	

	Kyocera
	Yes
	No additional mechanisms would be needed. 

	Intel
	Yes
	

	CATT
	Yes
	


In PDCP specification [36.323], data available for transmission is defined as:

	4.5
Data available for transmission
For the purpose of MAC buffer status reporting, the UE shall consider PDCP Control PDUs, as well as the following as data available for transmission in the PDCP layer:

For SDUs for which no PDU has been submitted to lower layers:

· the SDU itself, if the SDU has not yet been processed by PDCP, or

· the PDU if the SDU has been processed by PDCP.

In addition, for radio bearers that are mapped on RLC AM, if the PDCP entity has previously performed the re-establishment procedure, the UE shall also consider the following as data available for transmission in the PDCP layer:

For SDUs for which a corresponding PDU has only been submitted to lower layers prior to the PDCP re-establishment, starting from the first SDU for which the delivery of the corresponding PDUs has not been confirmed by the lower layer, except the SDUs which are indicated as successfully delivered by the PDCP status report, if received:

· the SDU, if it has not yet been processed by PDCP, or

· the PDU once it has been processed by PDCP.


For the bearers that are served by one MAC entity only, the current definition of data available for transmission can apply at PDCP. 
4
Scheduling Requests

With two MAC entities agreed for DC, two independent SR procedures run in parallel: one for the MCG handling the logical channels mapped to the MAC entity corresponding to the MeNB and another one for the SCG handling the logical channels mapped to the MAC entity corresponding to the SeNB. A scheduling request is triggered when a BSR is triggered but the UE has no uplink resources to transmit it [36.321]: 

	5.4.5
Buffer Status Reporting

[…]

If the Buffer Status reporting procedure determines that at least one BSR has been triggered and not cancelled:

-
if the UE has UL resources allocated for new transmission for this TTI:

-
instruct the Multiplexing and Assembly procedure to generate the BSR MAC control element(s);

-
start or restart periodicBSR-Timer except when all the generated BSRs are Truncated BSRs;

-
start or restart retxBSR-Timer.

-
else if a Regular BSR has been triggered:

-
if an uplink grant is not configured or the Regular BSR was not triggered due to data becoming available for transmission for a logical channel for which logical channel SR masking (logicalChannelSR-Mask) is setup by upper layers:

-
a Scheduling Request shall be triggered.

[…]


For DL split bearers, the arrival of an RLC status report on a logical channel fulfilling the BSR triggering condition will trigger a scheduling request. The alternatives to handle such scheduling requests are:
1)
no changes and have each MAC entity requesting separate resources if configured to do so - see for instance R2-140247;
NOTE:
LCG configuration in RRC can be used to prohibit BSR/SR from an LCG.
2)
inhibit the SR related to the logical channel (for instance by extending the logicalChannelSR-mask when no SPS grant is configured) - see for instance R2-140043;
3)
introduce a threshold that would only trigger an SR when the buffer size goes above that value - see for instance R2-140408;
4)
anything else?

Question 3: which of the alternatives above do companies see as most suitable for downlink bearer split?

	Question 3: which of the alternatives above do companies see as most suitable for downlink bearer split?

	Company
	Solution
	Comments

	Pantech
	1
	At least, RLC status report should be guranteed. Hence, SR to SeNB would be useful when UL resource allocation is not sufficient in SeNB. Even though being so natural thing, SR count should be calculated independently in each MAC entity. That is, SR trigger should not be double-counted in an UE because double counting hastens random access initiation.

	Ericsson
	1
	Triggering of SR should be done independent in each MAC entity. So if BSR is triggered in one MAC entity, then also corresponding SR is triggered in the same MAC entity.
Alternative 2 above is not needed (prohibit double SR in some cases for the split bearer). In this scenario (only downlink split), it can be expected that the same UL data (new PDCP SDUs) does not trigger BSR and consequently SR to both eNBs. Instead, SRs towards both eNBs are needed. Alternative 2 would better be discussed in Question 8?
Alternative 3 is not needed either as BSR triggering rules (split+potentially threshold) should make sure that there are no unnecessary SRs.

	Samsung
	1
	Solution 1) is direct extension of the current mechanism and works. Starting point should be 1). Whether we need solution 2), 3) or anything else should be studied further (if time allows).

	Broadcom
	1
	If Regular BSR is triggered, SR will be triggered in absence of allocation except for SPS logical channels. If SR is not configured, Random access will be triggered. We think we only need to decide the logic for Buffer status reporting, because the SR operation need not be changed. For dual connectivity, we don’t see any special use case for triggering BSR towards an eNB but not triggering SR.

	Qualcomm 
	1
	The SR triggering procedure should remain unchanged from the current specification. For the purpose of the DL bearer split only that involves RLC status report on UL, the RLC Status reports should trigger SR to the specific eNB. Note that the approach 3 is actually related to the BSR with UL bearer splitting and should be considered in that context.

	Panasonic
	1
	Triggering of BSR/SR should be idependent in each MAC entity

	Nokia & NSN
	1
	Since RLC Status PDUs should not be delayed.

	Huawei, HiSilicon
	1
	A straightforward extension of SR operation per MAC entity is sufficient to support DL bearer split, e.g., the transmission of RLC status report. 

	LGE
	1
	Alternative 1 is straightforward with independent BSR procedure in two MAC entities.

	NEC
	1
	Independent SR in each MAC entity is baseline.

	MediaTek
	1
	Relying on LCG configuration and independent BSR procedure is sufficient. 

	ZTE
	1
	

	ETRI


	1
	For DL split bearers, independent SR in each MAC entity is required, since the BSR is triggered in each MAC entity.

	ITL
	1
	It is straightforward extension.

	CMCC
	1
	For downlink bearer split, we do not see any need for SR inhibiting

	ITRI
	1
	If BSR is triggered in one MAC entity, the corresponding SR should be also triggered in the same MAC entity. Therefore, we should go for Alt 1).

	Alcatel-Lucent/Alcatel-Lucent Shanghai Bell
	1
	Independent SR in each MAC entity

	InterDigital
	1
	

	NTT DOCOMO
	1
	

	Kyocera
	1
	We believe it’s natural to trigger SRs in each MAC entities independently. 

	Intel
	1
	Solution is straightforward, following the current trend of independent MAC entity operation.

	CATT
	1
	The SR triggering independent at each MAC entity is simpler and sufficient.


8
Summary
A total of 25 companies originally took part to the email discussion. Out of the 10 original questions, 3 still need to be answered whether UL bearer split is supported or not:

1.
Which bucket mechanism to handle the logical channel carrying RLC status reports do companies see as most suitable for downlink bearer split: 

1)
common bucket: the two LCP loops share a common bucket to guarantee that grants from both SeNB and MeNB are accounted for in LCP. The initialization and increment is only performed by one MAC entity to avoid erroneous reset at SCell addition and doubling the actual bit rate.
2)
separate bucket: the two LCP loops run independently, with one PBR and BSD each. The guaranteed bit rate is the sum of the configured PBR.

A majority of companies prefered the separate bucket approach (17 vs. 8)

Proposal 1: separate buckets are used for downlink bearer split.

2.
Do companies agree that for DL split bearers, reflecting RLC status PDUs in the BSR of the corresponding MAC entity does not require additional mechanism: each MAC entity can rely on existing buffer size calculations at RLC.

All companies agreed with the observation.

Proposal 2: to reflect RLC status PDUs in the BSR for downlink bearer split, no new mechanisms are introduced, each MAC entity can rely on existing buffer size calculations at RLC.

3.
For scheduling requests which of the alternatives above do companies see as most suitable for downlink bearer split to handle arrival of an RLC status report on a logical channel fulfilling the BSR triggering? 1) no changes and have each MAC entity requesting separate resources if configured to do so; 2) inhibit the SR related to the logical channel (for instance by extending the logicalChannelSR-mask when no SPS grant is configured); 3) introduce a threshold that would only trigger an SR when the buffer size goes above that value.


All companies agreed with the first alternative.


Proposal 3: no changes are brought to the BSR/SR triggering mechanisms to handle the arrival of an RLC status report for DL split bearers.
