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1   Introduction
At RAN#62 a Work Item on “RAN enhancements for Machine-Type and other mobile data applications Communications” was agreed in [1]. 

One of the objectives is to agree on the details of the “assistance information for eNB parameters tuning” for which SA2 has already agreed Rel-12 Stage2 CRs (and for which they left the decision on the Stage3 details to RAN groups), with the intention to provide means for reducing the signalling induced to the CN C-plane (SGSN/MME) and on the radio interface due to frequent connected/idle transitions.
As agreed in [1], the assistance information to be discussed is only limited to “the UE and its traffic type/pattern”, and the goal is “to help RAN nodes to configure the RRC connection accordingly, e.g. increase the RRC inactivity timer and keep the UE in connected mode when it is detected that it performs frequent transmission of small data or, conversely, to enable a fast RRC connection release for UEs which transmit very infrequently”. 
Besides defining the details of the assistance information, as part of the Work Item it should be decided whether the information should originate from the CN (e.g. based on the knowledge of the UE type, statistics collected e.g. at the PGW and/or subscription information) or from the eNB/RNC.
This contribution addresses the first issue (i.e. which kind of assistance information should be specified) and suggests a way forward for the second issue as well (i.e. where the information should originate from).
2   Discussion
Methods to limit the signalling overhead due to frequent/infrequent (small) data transmission were investigated during the recent Rel-12 Study Item on “RAN enhancements for MTC and other Mobile Data Applications” [2] as well as during the Rel-11 one on “Enhancements for diverse data applications” [3].
Some general conclusions from such studies are that:
· From a pure signalling overhead point of view (e.g. not considering other aspects like UE power consumption), for stationary UEs the best solution would be to always keep UEs in connected mode. 
· However, when considering mobility, always keeping UEs in connected mode is not always the best approach and the optimal solution to minimize the signalling overhead should take into account both the UE mobility and the traffic characteristics. 
This was shown for instance in Section 6.4 of [2], where (together with other potential enhancements) the two extreme (legacy) solutions:
1. To immediately switch back to idle after the transmission of the last packet and 

2. To always keep UEs in connected mode
were compared, in terms of signalling overhead on the radio and S1/X2 interfaces, in a simplified use case (*). Some results from Section 6.4 of [2] are copied in Figure 1 below.

(*) The case of one IP packet pair (1 UL + 1 DL) transmitted every [30s, 1min, 5min, 10min, 30min] was considered. Furthermore, a simple mobility model was assumed where the UE performs a number of cell changes per minute, in the range from 0 (i.e. stationary UE) to 1 (e.g. 60Km/h with 0.5 Km radius cell).
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Figure1. DL signalling overhead per IP packet pair (left) and S1-MME/X2 overhead per IP packet pair (right)
NOTE 1: 
For the solution always keeping UEs in connected mode, only the overhead due to handover signalling is considered (the overhead to establish the RRC connection at the very beginning is neglected).

NOTE 2: 
In the right part of the figure (S1-MME/X2 overhead), for the Idle->Conn->Idle solution only the S1-MME overhead is considered (X2 overhead is zero), while for the solution always keeping UEs in connected mode only the X2 overhead is considered.
This shows that always keeping UEs in connected mode (or, in a practical implementation, configuring a long RRC release timer) might be a good solution or not (in terms of minimizing the signalling overhead on the different interfaces) depending on the UE mobility and the traffic characteristics. More precisely, in the simplified use case considered in the evaluation, the key parameter is the interarrival time between the IP packet pairs (assumed to be constant in the example). In a realistic scenario, the parameter that would be useful to decide whether to keep the UE in connected mode (and for how long) would be the information about the duration of the UE inactivity periods in between the active ones. If a RAN node knew that the traffic generated by a given UE is typically characterized by short inactivity periods, it could use this information (possibly together with the one on the UE mobility) to properly configure the RRC release timer in order to limit the connected/idle transitions. Conversely, if the RAN node knew that the traffic generated by a given UE is typically characterized by considerably long inactivity periods, it could decide to quickly release the RRC connection after the successful transmission of the last packet.
Observation 1: the information about the duration of the UE inactivity periods would help RAN nodes to configure UE-optimized RRC release timers. 
Considering that the duration of inactivity periods is typically not a constant but actually a variable, depending on many factors, ideally the RAN node should have the whole statistics for the UE inactivity periods (i.e. the cumulative distribution function).  
Some traffic profiles are considered in the following as an example, to show how a RAN node could configure the RRC release timer based on the knowledge of the statistics of the duration of the inactivity periods.
Table 1. Traffic Profiles

	Traffic Profile
	Description

	TP #1: MTC use case
	MTC application characterized by:

· Transmission of 2 packets (distributed over a period of 5 seconds)

· Every 30 minutes (exactly)

	TP #2: IM1 use case
	IM application characterized by inactive (no user intervention) and active periods, where: 

· the frequency of active periods is 1 every 10 minutes (on average)

· the average duration of active periods is 120 seconds 

· the packet interarrival time during active periods follows a geometric distribution with a mean of 5 seconds (this value is in line with the traces for IM traffic in [3])

	TP #3: IM2 use case
	Same model as for TP #2, with the addition of 1 ‘keep alive’ packet every 30 seconds during inactive periods (also this number is in line with the traces in [3] for background traffic generated by IM clients).

	TP #4: File transfer use case
	File  transfer use case characterized by:

· Continuous packet transmission over a period of 10 seconds

· Every 10 minutes (on average)


The calculated cumulative distribution functions of the duration of the corresponding UE inactivity periods are shown in Figure 2. In the calculation, a period is considered to be an inactivity period if the interarrival time between two consecutive packets is higher than 1 second (also note that curves are shown only in the range from 1s to 100s).
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Figure 2. CDF of the duration of UE inactivity periods (i.e. packet interarrival time > 1s) 
Having the whole statistics of the duration of UE inactivity period, a RAN node could configure the RRC release timers in an optimal way:
· Assuming that the UE is characterized by TP #1, from the blue curve the RAN node would know that there is no real reason to configure a RRC release timer higher than 5 seconds (unless this is set to a higher value than 30 minutes!), because the curve says that no additional packet is expected between 5 seconds and 30 minutes since the last one. So an optimal setting for the RRC release timer for this specific UE would be around 5 seconds, as expected considering the traffic profile.
· Similarly, for TP #2, from the green curve the RAN node would know that there is no real reason to configure a RRC release timer much higher than 20 seconds. This is also consistent with the traffic profile.

· For TP #3, from the red curve the RAN node would know that, by configuring the RRC release timer just higher than 30 seconds, it would be possible to avoid any further connected/idle transitions.
· For TP #4, the RAN node could decide to configure a very short RRC release timer, considering that the chance to get an additional packet before a number of minutes is extremely low. 

Observation 2: the cumulative distribution function of the duration of the UE inactivity periods, obtained by calculating and storing the values of the interarrival times between two consecutive packets (higher than e.g. 1 second), would allow RAN nodes to configure the RRC release timers in an optimal way.
Unfortunately, calculating, storing, and then (depending on where the statistics are generated) potentially passing the whole CDF to the RAN nodes doesn’t seem to be realistic. However, this is not strictly needed. A few “samples” from the CDF would also serve the purpose.
Assuming for instance to have the two CDF values for the inactivity periods ≤ 10s and ≤ 30s, the following considerations at the RAN node would be possible:

· For TP #1 (%IP_10sec = 40% and %IP_30sec = 40%): the RAN node could decide to configure the RRC release timer to 10 seconds (which would allow avoiding idle/connected transitions in 40% of the cases), but no more, considering that the behaviour would not change by extending the RRC release timer to 30 seconds.
· For TP #2 (%IP_10sec = 83% and %IP_30sec = 96%): the RAN node could decide to configure the RRC release timer to a value between 10 and 30 seconds (both values would allow to avoid idle/connected transitions in a high percentage of the cases)

· For TP #3 (%IP_10sec = 54% and %IP_30sec = 100%): the RAN node could decide to configure the RRC release timer to 30 seconds, thus avoiding avoid any further connected/idle transitions.
· For TP #4 (%IP_10sec = 2% and %IP_30sec = 7%): the RAN node could decide to configure a very short RRC release timer considering that any value below 30 seconds would anyway lead to a huge number of idle/connected transitions. 

Similar considerations would also be possible in the extreme case where only one sample from the UE inactivity period CDF were available.
It can be noted that calculating a few CDF samples is quite straightforward, as it only requires a timer and a few counters. For instance, to calculate the CDF values for “%IP_10sec” and “%IP_30sec”:
· a T_interarrival timer should be started after each packet is transmitted 
· if a new packet is detected while T_interarrival < 1 sec (there is no inactivity period) 
· cancel the timer

· else if a new packet is detected while T_interarrival < 10 sec 
· IP_tot = IP_tot + 1 (where IP_tot counts the number of Inactivity Periods)
· IP_10sec = IP_10sec + 1 (where IP_10sec counts the number of Inactivity Periods shorter than 10 sec)

· IP_30sec = IP_30sec + 1 (where IP_30sec counts the number of Inactivity Periods shorter than 30 sec)

· Cancel the timer

· else if a new packet is detected while T_interarrival < 30 sec 
· IP_tot = IP_tot + 1 

· IP_30sec = IP_30sec + 1 
· Cancel the timer

· else (if no new packet is detected while T_interarrival < 30 sec)

· IP_tot = IP_tot + 1  
· Cancel the timer

The required CDF values are then given by IP_10sec/IP_tot and IP_30sec/IP_tot. The instructions above can also be easily adapted to perform some “running” estimates, to remove the effect of older measurements and then follow time varying traffic profiles.
Observation 3: A few samples of the CDF of the duration of the UE inactivity periods are easy to calculate and provide enough information to allow RAN nodes to configure the RRC release timers in a suitable way.
This leads to the main proposal:
Proposal 1: The assistance information to help the configuration of the RRC connection shall be constituted by a few samples of the CDF of the duration of the UE inactivity periods.
Considering that the Stage 3 details will finally be defined in RAN3 specs, it is believed that RAN2 could indicate their minimum requirements but then further details (e.g. on how many/which CDF samples) could be left for discussion to RAN3. 
Proposal 2: The minimum requirement / guidance from RAN2 point of view could be to have the following values: 1) estimated percentage of UE inactivity periods shorter than 10 seconds and 2) estimated percentage of UE inactivity periods shorter than 30 seconds
Proposal 3: Further details on how many/which CDF samples to include in the assistance information shall be left for Stage3 discussion in RAN3. 
Another aspect to be discussed is where the assistance information should be generated, i.e. where the statistics should be collected. There are two main options:

1. Statistics are collected in the Core Network (e.g. in the PGW/GGSN) and conveyed from the MME/SGSN to the relevant RAN node at RRC connection establishment. For intra-LTE handovers, the assistance information initially received from the MME is transferred from the source eNB to the target eNB via the X2 interface.
2. Statistics are collected at the eNB/RNC. During handovers, the assistance information is transferred from the source eNB/RNC to the target eNB/RNC, directly (i.e. via the X2 interface for intra-LTE handovers) or via the Core Network. To prevent that the historical information gets lost while the UE is in idle, it seems necessary that - when the UE goes back to idle - the assistance information is “uploaded” and stored in the MME/SGSN during idle periods and then “downloaded” again to the relevant RAN node during a subsequent RRC connection establishment. This allows the eNB/RNC to take informed decisions (about the RRC release timer setting) immediately at RRC connection establishment and to correctly initialize the statistics.
In our understanding, the first approach has a few advantages and it is then preferred:

· The CN gateways already collect a number of packet statistics and it seems natural that the simple statistics on inactivity periods / packet inter-arrival times described above are performed there

· There is no requirement on RAN nodes (apart from forwarding the information via the X2 interface for intra-LTE handovers)
(Also note that the impacts on the MME/SGSN seem quite similar in the two cases).
However the final decision on where the assistance information should be generated, stored, transferred to, etc. seems to be in the remit of RAN3. It is then believed that, also in this case, RAN2 could indicate their preference but then leave the final decision to RAN3. 
Proposal 4: RAN2 shall indicate its preference to RAN3 that statistics are collected in the Core Network (e.g. in the PGW/GGSN) and conveyed from the MME/SGSN to the relevant RAN node at RRC connection establishment.
Proposal 5: However the final decision on where the statistics should be collected, stored, transferred to, etc. shall be left for Stage3 discussion in RAN3. 
3   Conclusion
This contribution discussed which kind of “assistance information for eNB parameters tuning” should be specified and where the information should originate from, leading to the following observations and proposals.
Observation 1: the information about the duration of the UE inactivity periods would help RAN nodes to configure UE-optimized RRC release timers. 

Observation 2: the cumulative distribution function of the duration of the UE inactivity periods, obtained by calculating and storing the values of the interarrival times between two consecutive packets (higher than e.g. 1 second), would allow RAN nodes to configure the RRC release timers in an optimal way.
Observation 3: A few samples of the CDF of the duration of the UE inactivity periods are easy to calculate and provide enough information to allow RAN nodes to configure the RRC release timers in a suitable way.
Proposal 1: The assistance information to help the configuration of the RRC connection shall be constituted by a few samples of the CDF of the duration of the UE inactivity periods.
Proposal 2: The minimum requirement / guidance from RAN2 point of view could be to have the following values: 1) estimated percentage of UE inactivity periods shorter than 10 seconds and 2) estimated percentage of UE inactivity periods shorter than 30 seconds
Proposal 3: Further details on how many/which CDF samples to include in the assistance information shall be left for Stage3 discussion in RAN3. 
Proposal 4: RAN2 shall indicate its preference to RAN3 that statistics are collected in the Core Network (e.g. in the PGW/GGSN) and conveyed from the MME/SGSN to the relevant RAN node at RRC connection establishment.
Proposal 5: However the final decision on where the statistics should be collected, stored, transferred to, etc. shall be left for Stage3 discussion in RAN3. 
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