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Introduction
[bookmark: OLE_LINK37][bookmark: OLE_LINK38][bookmark: OLE_LINK39]In this contribution, we want to confirm the assumptions of PDCP reordering for 3C in RAN2, which impacts the design of PDCP re-ordering mechanism:
· [bookmark: OLE_LINK229][bookmark: OLE_LINK230]Whether the data loss over Xn interface needs to be handled by PDCP reordering?
· [bookmark: OLE_LINK242][bookmark: OLE_LINK243]Whether bearer splitting needs to be supported by RLC UM?
· Whether HFN ambiguity can be avoided by the network through flow control?
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Data Loss over Xn interface
For Architecture 3C at PDCP layer, there are always “SN gaps” between the PDCP SDUs of two parallel RLC bearers at the reception buffer, since both MeNB and SeNB would deliver the data with different speed. So the PDCP data PDUs are usually received out of order. The main cause of the problem is that the Xn flow control normally makes the MeNB sends RLC PDUs in batches to SeNB. So PDCP reordering first needs to deal with the out of order delivery of the PDCP data PDUs between two eNBs. 
Besides of the out-of-order delivery, the SN gaps also appears when genuine data loss over the Uu interface occurs, which is due to physical layer losses or fluctuation of channel or loading conditions. For RLC UM, the genuine data loss over Uu interface doesn’t needs to be recovered. For RLC AM, the genuine data loss over Uu interface can be recovered through ARQ process. In sequence delivery to RLC SDUs to upper layers can be guaranteed. So PDCP reordering doesn’t need to deal with the genuine data loss over Uu interface, which is the same as current PDCP behaviour. 
It has been indicated by RAN3 that packet loss over Xn can be assumed to be rare in reasonable load conditions but this cannot be guaranteed in high load or overload situations. RAN2 needs to confirm that whether packet loss over Xn should be recovered by PDCP reordering, especially for RLC AM, where lossless data transmission is required. If packet loss over Xn is handled by PDCP reordering, PDCP data PDUs which is lost during data forwarding over Xn will be retransmitted by the MeNB. In order to inform the MeNB which PDCP data PDUs are lost, PDCP status report is required to assist the retransmission even during the normal operation.  
So if PDCP reordering doesn’t need to take packet loss over Xn into account, it will only need to deal with the out of order delivery of the PDCP PDUs between MeNB and SeNB. 
Proposal 1: RAN2 confirms whether data loss over Xn interface needs to be handled by PDCP reordering. 
[bookmark: OLE_LINK227][bookmark: OLE_LINK228]PDCP reordering for RLC UM
Currently RLC UM is an operating mode optimized for delay-sensitive and error-tolerant real time applications, especially VoIP, and other delay-sensitive streaming services. Reordering is performed in UM RLC to rearrange the processing order of RLC data PDUs in sequential order if they are received out of sequence due to the multiple HARQ processes running in parallel. So in-order delivery of RLC SDUs to PDCP can be guaranteed except at re-establishment of RLC layer. There is no PDCP reordering for DRBs of RLC UM. Considering bearer splitting is introduced for the purpose of throughput enhancement for the specific UE, it is questionable whether it is necessary to support bearer splitting for DRBs of RLC UM. 
If bearer splitting is supported for DRBs of RLC UM, the PDCP reordering operation also needs to be designed for those DRBs. Although the reordering operation is similar as the operation intended for RLC AM, some differences are expected, which can’t be integrated as one PDCP reordering mechanism to be applicable for both RLC AM and RLC UM. For example, if data loss over Xn needs to be handled by PDCP reordering, PDCP Status report is required for RLC AM. But this is not the case of RLC UM. For DRBs of RLC UM, when reordering timer expires all the stored PDCP SDUs can be delivered to upper layers irrespective of lost PDCP SDUs; for DRBs of RLC AM, when reordering timer expires, UE may also need to wait for the lost PDCP SDUs , since lossless delivery of PDCP SDUs to upper layers needs to be guaranteed.  
Proposal 2: RAN confirms whether bearer splitting needs to be supported by RLC UM. 
HFN ambiguity 
[bookmark: OLE_LINK56][bookmark: OLE_LINK247][bookmark: OLE_LINK248]For bearer splitting, HFN ambiguity occurs if PDCP SN wrap-around is not within the reordering window. It may occur in the following two cases: large amount of data loss over Xn with consecutive PDCP SN beyond the reordering window; high rate data forwarding over Xn interface and different data delivering speed over Uu interface. 
For the first case, the packet loss over Xn can be assumed to be rare in reasonable load conditions. Although this can’t be guaranteed in high load or overload situation, large amount of data loss with consecutive PDCP SN beyond the reordering window is a very rare case in the real network. So we don’t need to consider this case. 
For the second case, we will give an example in Table 1 to demonstrate whether high rate data forwarding will result in PDCP SN wrap-around beyond the reordering window.  A typical packet size of 512 bytes is assumed. If both the maximum throughput and maximum latency for each backhaul type are considered, such as 10Gbps and 30ms for Fiber Access 1, the maximum number of PDCP PDUs over the Xn interface will be 73243. It is shorter than the reordering window if the length of PDCP SN space is 15. For other backhaul type, the maximum number of PDCP PDUs over Xn interface is much less than the reordering window. 
Table 1
	Backhaul Technology 
	Latency (One way) 
	Throughput 
	Priority (1 is the highest) 
	Number of PDCP PDUs (typical packet size of 512 bytes) 

	Fiber Access 1  
	10-30ms  
	10M-10Gbps 
	1 
	(10*10^9/8/1000/512)*30=73243 

	Fiber Access 2 
	5-10ms 
	100-1000Mbps 
	2 
	(1000*10^6/8/1000/512)*10=2442 

	DSL Access 
	15-60ms 
	10-100 Mbps 
	1 
	(100*10^6/8/1000/512)*60=1465 

	Cable  
	25-35ms 
	10-100 Mbps 
	2 
	(100*10^6/8/1000/512)*35=855 

	Wireless Backhaul 
	FFS 
	FFS 
	2 
	



Based on the analysis above, it can be assumed that PDCP SN wrap-around will always be within the reordering window. PDCP reordering doesn’t need to deal with the case that PDCP SN wrap-around is beyond the reordering window. 
[bookmark: OLE_LINK87][bookmark: OLE_LINK86][bookmark: OLE_LINK157][bookmark: OLE_LINK156]Proposal 3: RAN2 confirms that PDCP reordering only needs to deal with the case that PDCP SN wrap-around is within the reordering window. 
Conclusion
In this contribution, we would like to confirm in RAN2 the assumptions of PDCP reordering for bearer splitting. 
Proposal 1: RAN2 confirms whether data loss over Xn interface needs to be handled by PDCP reordering. 
Proposal 2: RAN confirms whether bearer splitting needs to be supported by RLC UM. 
Proposal 3: RAN2 confirms that PDCP reordering only needs to deal with the case that PDCP SN wrap-around is within the reordering window. 


