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Discussion and decision
1
Introduction
When UL bearer splitting is used, the buffer status reporting (BSR) and logical channel prioritization (LCP) will need some enhancements. The pending data of the split bearers in the UE buffers must be reported to both MeNB and SeNB, the split distribution must be configured, and the LCP in the packet scheduling must take the distribution into account in some cases. This document discusses the details of these subjects.
2
Discussion
2.1
Buffer status reporting

Buffer status reporting is straightforward when bearer splitting is not used. As long as any bearer is allocated just to one eNB, the amount of the pending uplink data is reported to the eNB where the logical channel is assigned to. Buffer status reporting is a MAC-to-MAC peer procedure, so no changes are needed.

Things get slightly more complicated when bearers can be split to two eNBs. The pending uplink data obviously cannot be included in the BSRs to both eNBs, because both eNBs would grant the needed uplink resources to the UE for the uplink data transmission on the split bearers and the UE could use just a part of the grants in the worst case.

There are several alternative ways of BSR reporting, but the discussion is limited to data that is waiting for transmission in the PDCP layer. In all alternatives described below, the split bearer reporting rules are applied only to the pieces of data that have not been segmented by the RLC yet, i.e. any pieces of data for which the final decision between MeNB and SeNB has not yet been done. As soon as a part of the PDCP PDU (RLC SDU) has been segmented by the RLC, the path of the PDCP PDU is fixed to that RLC and the corresponding eNB and cannot be changed anymore. It must thus be reported in the BSR associated with that eNB.

The PDCP PDUs cannot be segmented across the eNBs, but each PDCP PDU must be transmitted via one eNB only. This causes some limitations in the splitting and packet scheduling. In the extreme case, it is clear that a single PDU cannot be split at all and splitting is significantly limited when there are just a small number of PDUs in the PDCP buffers available for transmission. Naturally, this is usually a temporary nuisance and not very significant in the context of dual connection, because it is typically used for transmitting large volumes of data.

Alt-1: Report split bearers to SeNB Only
The simplest solution is to assume that it is preferable to use the SeNB for all uplink data transmission and thus include the buffer status of the split bearers to the BSR of the SeNB only. This is not the most reliable of the available options, because the SeNB may suffer from temporary signal loss and the transmission of the uplink data would be delayed until the radio link failure is detected. Still, it is a viable solution if the simplest possible solution is prioritized. 
This approach does not prevent data transmission on both legs. The SeNB may give only partial grants to the UE and inform the MeNB about the remaining portion and the MeNB can grant the resources for the rest. Naturally, some transmission delay is unavoidable due to the delayed buffer status delivery to the MeNB, but it is compensated by the fact that there is no X2 delay in the data transmission via the MeNB.
The existing BSR format does not make it possible to report the number of PDCP PDUs waiting for transmission, so the network cannot know the typical size of the PDUs and thus it is not possible to determine the exactly fitting sizes of the grants for each eNB as the PDCP PDUs cannot be split. Therefore, this BSR method does not allow bearer splitting when the amount of pending data in the PDCP buffers is relatively small and there is a risk that there are just a few large PDUs available for transmission. The result, in practise, is that small volumes of data will be transmitted through SeNB only and MeNB grants can be given only for larger amounts of data. This limitation is obviously not very harmful.
Alt-2: Shared split bearer reporting according to configuration
A slightly more robust method is to report a fixed portion of the pending uplink data in the BSR of the SeNB and the rest on the MeNB. This is a suitable solution if it is desirable to use both the MeNB and SeNB uplink resources all the time for uplink data transmission. The distribution of the uplink data transmission between the eNBs should be configurable. Naturally, sending all uplink data of the split bearers to the SeNB is a subset of this method, corresponding to 100 % to 0 % distribution.
There are several challenges in this method. The first one is caused by the fact that the BSRs to the two eNBs are not synchronized. To describe the problem, let’s assume that 50 % of the pending data is configured to be reported to each eNB and there are 10000 bytes of data pending. After the first BSR is triggered for one of the eNBs and the grant is received, 5000 bytes are sent via this eNB. When the BSR for the other eNB is triggered, only the half of the remaining 5000 bytes is reported and the grants are given accordingly. Hence, only 7500 end up being reported and transmitted unless a different procedure is defined.

The simplest solution for this problem seems to be that the PDCP PDUs are associated to appropriate eNBs according to the configuration already in the PDCP. This division will then be the basis for the BSR for each eNB. A possible implementation in the UE is that each eNB should have its own queue in the PDCP and the PDCP entities distribute data submitted by the upper layers is placed to these queues according to the splitting ratio configuration. After that, the BSR to each eNB is generated according to the amount of data in the corresponding queue.

Handling a small number of large blocks is automatically handled properly with this method, because each PDCP PDU will be allocated to just one eNB from the start, so each BSR will reflect exactly the amount of data that can truly be transmitted via each eNB.

The distribution of the PDCP data to two eNBs should be applied to each logical channel separately so that the logical channel prioritization procedure in both MAC entities have sufficient freedom to pick pieces of data from as many logical channels as possible to meet the prioritized bit rate requirements configured for the MAC.
The rules on how and when the BSR shall be triggered and cancelled have been formulated in the current version of the PDCP specification [4] so that they are suitable for one connection only, so they need to be reformulated to support dual connectivity. The basic logic in the BSR handling seems not to require any other changes.
Alt-3: Separate report for split bearers
The most accurate and flexible buffer status reporting can be obtained by defining a new BSR format where the amount of pending data is reported separately for split bearers and non-split bearers. As a result, the network then has all the necessary information to make whatever decisions on the grants in each eNB and on the overall uplink load balance between the MeNB and SeNB. The network can thus fully dynamically grant the uplink resources for uplink data transmission on each eNB according to the eNB load and link status. The length of the data part of the BSR would be doubled, but it would still be reasonable. It should be born in mind that dual connection is used only for high rate data transmission and any reasonable signalling overhead is usually negligible. Although this scheme allows advanced optimization of the uplink data transfer in the network implementation, it also allows any simpler methods in the network design. The network implementation would be invisible to the UE.

A notable shortcoming of this method is its inability to efficiently handle a small amount of large PDCP PDUs that are reported in the part of the BSR that tells the amount of data that has not yet been allocated to either eNB. Even with the knowledge about the number of pending PDUs, it is hard to determine the exact sizes of grants for each eNB. The network has to allocate some extra resources for each eNB or allocate all split bearers temporarily to either eNB, probably SeNB, as long as the data volume is relatively small. Naturally, it is possible to just accept the fact that the last pieces of data will be segmented by the RLC if the first grants fail to fit the PDCP PDUs sizes and a new BSR needs to be sent to transmit the remaining pieces. As with Alt-1 above, this is not necessarily a very significant limitation, but Alt-2 seems to be able to serve the needs more fluently and efficiently.
2.2
Configuration of the split distribution

The configuration of the split distribution can most conveniently be done with a piece of RRC signalling, possibly as a part of the dual connection setup. By nature, this configuration would be semi-static, being guided mostly by the overall uplink capacity allocation between the MeNB and the SeNB. If needed, the ratio can be updated during the data transmission. Using RRC signalling is possible for updates as well, but MAC signalling would be another viable option, allowing very fast dynamic changes in the balance between the MeNB and SeNB. It should be up to the network implementation how the distribution is determined according to the load of each eNB, link quality, and other factors.
The resolution of the configuration need not be very fine. At least the granularity of 10 % should be sufficient, maybe even 20 %. It should not be expected that the amounts of data reported in the BSR will reflect the configured distribution exactly in each BSR, because it is not even possible with a small number of large PDUs. The requirement to follow the configuration in the reporting should be averaged over a longer period of time.
Neither eNB should be allocated a very small portion in the distribution. The exact limit depends on the gross data rate, but the general idea is that the transmission delays should not be very different. As re-ordering is used in the receiving PDCP [5], the slower path will determine the overall transmission delay. As the typical PDCP PDU size would typically be about 1500 octets, having smaller than 300-octet segments in the RLC in the slower leg would already be somewhat harmful if the RLC PDUs in the faster leg are larger than 1500 octets and most PDCP PDUs would go through unsegmented. In such a scenario, using bearer splitting is questionable in general. Hence, very small allocations in the splitting distribution should be avoided, but the details on when and how to apply bearer splitting should be left to the network implementation.

2.3
Logical channel prioritization and packet scheduling

The packet scheduling and the logical channel prioritization for each eNB will work independently of each other for the bearers that are not split between the MeNB and the SeNB. This is obvious, because bearers are present on just one eNB at any given time and the UE can choose the logical channels to be served in the packet scheduling only from those that are associated to the bearers allocated to the eNB being handled. As a result, the UE will have two separate contexts in which the packet scheduling and logical channel prioritization operate and each context has its own and separate set of bearers and logical channels. As there are no common logical channels, the bucket variables Bj [2] will also be separate.

When bearer splitting is used, the packet scheduling and logical channel prioritization must be common to both eNBs, because more data for a logical channel shall not be scheduled to an eNB if enough data has already been scheduled to the other eNB. It is thus necessary that the bucket variables Bj are common to the two MAC entities that are serving the MeNB and the SeNB.
When the PDUs in the PDCP are associated to the two eNBs, it will deteriorate the accuracy in which the logical channel prioritization procedure is able to guarantee an equal service to all logical channels that have the same priority. It is even possible that data belonging to a logical channel with a lower priority is transmitted via one of the eNBs before higher priority data is transmitted via the other eNB. This is more or less inevitable if the splitting distribution configuration is different from the actual grant distribution. However, this inaccuracy is only temporary and probably mostly related to a small number of large PDUs.
2.4
Special handling of the 100% to 0% split distribution
The packet scheduling procedure in the present specification [2] will not work properly as such in the special case where the split distribution is configured so that all the UL data on a logical channel shall be transmitted to one eNB only, typically being the SeNB. The bearer would be split just for robustness against the signal loss at SeNB and would act as a preparation for fast path switching between the two eNBs.
The problem with this configuration is that a fraction of the data will sometimes leak to the undesired path, i.e. the eNB with the 0 % allocation for the bearer. As some data is being transmitted on other bearers configures to this bearer, there occasionally will be some room in the transport block and, instead of padding, new data is taken when available, so the present procedure would get a small piece of new data from the PDCP of the bearer having a 100 % allocation to the other eNB if nothing else is available. After this has happened, the next BSR to the eNB having the 0 % allocation for this bearer must reflect the rest of the PDCP PDU as it has already entered the RLC segmentation and thus must be finished on the same eNB. This results in higher data rate than wanted in that eNB. This has been pointed out and explained in detail already earlier [3].

Consequently, a new rule may be needed the packet scheduling procedure in some solutions. Basically, no new data shall be taken from the PDCP for such an eNB where the allocation for the bearer is 0 %. The method where PDCP PDUs are allocated to the eNBs already in the PDCP will automatically solve this problem without a need to add any new rules in the packet scheduling and logical channel prioritization.
2.5
Automatic path switching at link loss

It was decided in the latest RAN2 meeting that a radio link failure in SeNB shall not trigger an RRC re-establishment. However, the loss of the link between the UE and the SeNB requires some actions, which the upper layers will take care of. An additional measure that speeds up the corrective actions would be to move all uplink data transmission from the SeNB immediately to the MeNB when the link loss is detected and reported to the upper layers. The actions taken by the upper layers will take some time, so it is beneficial to use a functional MeNB radio link to continue data transmission and maintain the continuous data flow despite the link problems in the SeNB.
This means that all the pending data shall be reported in the BSR to the MeNB and the PDCP data allocations to two eNBs is temporarily overridden in filling the MeNB transport bocks. As a result, the MeNB will grant sufficient channel resources for transmitting all the data, including the PDUs originally directed to SeNB.

In principle, this change of balance between the SeNB and MeNB can be partially applied already earlier, i.e. when the UE sees that the SeNB is getting suddenly worse and the risk of hitting the radio link failure is substantial. The UE would, in practise, autonomously modify the configured distribution so that the portion of the MeNB is increased until the situation changes or the upper layer actions take over. If the SeNB link is restored, the UE will return to the configured BSR balance.
2.6
The summary of the preferred solution
Alt-2 described in chapter 2.1 is the preferred way to handle the distribution of the data transmission and BSR with the split bearers. While Alt-3 would provide a more accurate picture about the buffer status in the UE, it cannot properly handle a small amount of large PDCP PDUs and the “leakage problem” described in chapter 2.4 without having the data distribution configurability, which is originally a component of Alt-2. As the configured distribution signalling would have to be specified anyway, the more accurate BSR of Alt-3 would actually provide very little added value, so the simpler Alt-2 is better.
The RRC signalling seems to be sufficient for the splitting distribution configuration. Although MAC signalling would provide a simpler and faster means for changing the balance, the need for fast changes should first be demonstrated before taking that step.
Allocating the new PDUs to the two eNBs according to a configured balance should be used in the PDCP to handle the distribution of the uplink data to the two eNBs. This solution will automatically take care of most of the other challenges related to buffer status reporting and packet scheduling, because it makes the data transmission look very much like two single connections working in parallel. In particular, the logical channel prioritization procedure in each MAC entity does not require any other changes than making the bucket variables common.
Automatic path switching at or near radio link failure should be applied to make the reaction time to the radio link failure shorter.

3
Conclusion
Proposal 1: The UL split bearer buffer status contribution to the BSR should be based on split bearer data transfer distribution information which is configured by the network.
Proposal 2: The UL split bearer data transfer distribution is sent to the UE using RRC signalling.

Proposal 3: The UL bearer data transfer distribution information consists of the percentage allocated to each eNB and its granularity is about 10 %.

Proposal 4: The variables Bj in the logical channel prioritization procedure shall be common to the two MAC entities.
Proposal 5: The PDCP entity shall allocate the data coming from the upper layer to the two eNBs according to the configured splitting distribution. This allocation shall be the basis for the BSR contents.
Proposal 6: The UE shall override the configured BSR balance and report all data to MeNB when SeNB radio link failure is detected.
Proposal 7: Autonomous temporary modification of the configured BSR balance may be applied by the UE when a SeNB radio link failure is about to happen.
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