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1 Introduction

Dual connectivity is considered as the operation where a given UE can consume radio resources provided by at least two different network points (macro and small cell eNBs) connected via non-ideal backhaul while in RRC_Connected. A number of different user plane architecture options are under consideration for dual connectivity support. Some architecture options (option 3 series) support the split of user plane data at packet level such that the data packet belong to the same EPS bearer can be transmitted via two transmission paths (one over SeNB and one over MeNB). Other user plane architecture options (option 1A and option 2 series) consider the packet belong to one EPS bearer is transmitted via only one eNB. While dual connectivity is considered as an approach which can be used to enhance multiple of study areas, it was question in the last RAN2 meeting discussion, how to achieve per UE throughput enhancement in architecture options which doesn’t support the bearer split (ie. Option 1A and option 2 series). In this contribution, we discuss how per UE throughput enhancement can be achieved with use of architecture option 1A.

2 Discussion

Dual connectivity is considered as an approach which can be used to enhance multiple of study areas under discussion. The solution under consideration for dual connectivity is captured in the TR; inter-node radio resource aggregation. One of the main challenges to be studied in small cell enhancement study is the throughput enhancement utilising radio resources in more than one eNB connected via non-ideal backhaul link. Inter-node radio resource aggregation is under discussion as a solution for scenario#2. The technology potential of inter-node radio resource aggregation was shown (and captured in the TR) through simulations assuming ideal backhaul and not considering any protocol impacts. Even with the ideal simulation assumption, the through put gain achieved with inter-node radio resource aggregation compared to the legacy mechanism is not very significant. Therefore, it is questionable how much gain is achieved with the inert-node radio resource aggregation in a practical deployment. Even though the backhaul latency/loss is unavoidable, the protocol impact can be minimised with the design. Therefore, we think the architecture design should target for minimal protocol impacts and most simple design. Otherwise the achieved gain is not justifiable when compared to the complexity introduced in the system. 

Architecture option 1A provides the most simple architecture option when considering complexity and the specification impacts. As discussed in [R2-132772], architecture option 1A has benefits over the RAN based split architectures on the following aspects: 1) architecture Option 1A doesn’t require high capacity Xn backhaul requirements 2) architecture option 1A can support offloading of any bearers over small cell considering that backhaul latency is not experienced by the traffic in option 1A 3) no new protocol functionality is required in option 1A. However it was questioned that the achievable throughput gains of architecture option 1A.

User plane architecture option 1A is shown in Figure 1. The offloading is performed per EPS bearer at the S-GW. If more than one EPS bearer with similar expected traffic load have been established, one EPS bearer can be served over MeNB while other EPS bearer is served over the SeNB.  Therefore the UE is consumed resources from both MeNB and SeNB hence the per UE throughput enhancement. 
Moreover, architecture option 1A supports efficient load balancing while offloading EPS bearers over SeNB. The efficient load balancing algorithm creates a more resource scheduling opportunities for the bearers served by each of eNBs. This also contributes to the offered throughput enhancements. 
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Figure 1: user plane architecture option 1A
Architecture option 1A is the only architecture solution can work in a deployment scenario with limited Xn backhaul capacity. This enables the deployment of small cell without tight cell planning and hence reduces cell deployment effort. Reduced deployment effort results in reduced deployment cost and flexible small cell deployment thus enabling the small cell deployment anywhere as it’s needed. 

The discussion based on some simulation results during RAN2#83 claimed that a scenario where backhaul capacity is not limited and backhaul latency is tolerable, per UE throughput may be improved with use of multi-streaming architecture (option 3 series). The improve throughput is resulted from the dynamic exchange of channel and load information between the two eNBs hence achieving efficient scheduling considering the combined scheduling opportunities of the cells (aggregate resources from the two cells). Therefore fast exchange of cell information between the two schedulers plays an important factor of the achieved throughout gain. Figure 2 shows the dual connectivity support using architecture option 3C (option 3D could also be considered as an example) in a typical deployment scenario where frequency f1 is deployed in the MeNB while frequency f2 is deployed in the SeNB. Protocol architecture is also shown. Offloaded bearer is served using resources of frequency f1 and frequency f2. Tight coordination for interference mitigation is not required in the inter frequency deployment scenario. However, the cell load and channel quality information is exchanged between the eNBs over Xn for efficient data split to be performed at the PDCP layer ( for option 3C the data split is performed at PDCP while in option 3D the data split is performed at RLC). 
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Figure 2: dual connectivity and resource aggregation with architecture option 3C
Under the same backhaul assumption, the UE can also be offered with resources on frequency f1 and f2 with use of architecture option 1A as shown in Figure 3. As depicted in Figure 3, frequency f1 is deployed at the SeNB and the offloaded bearer is offered with resources on frequency f1 and f2 with use of Rel-10/11 CA at the SeNB. There are a number of existing techniques to mitigate co-channel interference of MeNB and SeNB on frequency f1. As an example, cross carrier scheduling on f2 is used for control channel (PDCCH) protection. Frequency domain resource coordination (ICIC) is used for data channel protection. PUCCH on MeNB is transmitted on frequency f1 while PUCCH on SeNB is transmitted on frequency f2, hence co-channel interference on PUCCH is mitigated. Dynamic exchange of cell load condition and channel information is used as inputs to the efficient resource coordination for data delivery. Through the resource coordination between the eNBs, scheduling opportunities on frequency f1 of SeNB is controlled. Even though the MeNB resources are not directly consumed by the offloaded bearers, the MeNB resources are contributes to the creation of scheduling opportunities on f1 of SeNB. Therefore overall resources of both eNBs are jointly contributes to the per UE throughput enhancement for offloaded bearers.  
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Figure 3: Used of combined dual connectivity and Rel-10/11 CA at the SeNB with architecture option 1A
Note that the combined dual connectivity and Rel-10/11 CA solution described in Figure 3 is realised with exiting techniques hence no additional specification effort is required by the described solution in Figure 3.
Furthermore, the deployment scenario depicted in Figure 2 only benefits the dual connectivity capable UEs from throughput perspective. Not only the dual connectivity capable UEs but also the legacy UEs should be supported in both macro and small cell. The legacy UE connects to either to the macro or small cell and only offered with resources on one frequency carrier. 

In contrast to above, scenario shown in Figure 3 benefits both dual connectivity capable UEs and the legacy UEs. For the legacy UEs who are connected to small cell can be provided throughput enhancement with use of Rel-10/11 CA. Dual connectivity capable UEs are offered with resources on frequency f2 of SeNB and frequency f1 of both SeNB and MeNB. 

Proposal 1: RAN2 is requested to take into account the simple scheme (in combination of Rel-10/11 CA and dual connectivity) presented in this paper for support of throughput enhancement with use of existing techniques in architecture Option 1A.

3 Conclusions

This contribution discusses the throughput enhancement achieved with use of combined Rel-10/11 CA and dual connectivity using architecture option 1A in comparison to that of architecture supporting multi-streaming (eg: option 3C).
Proposal 1: RAN2 is requested to take into account the simple scheme (in combination of Rel-10/11 CA and dual connectivity) presented in this paper for support of throughput enhancement with use of existing techniques in architecture Option 1A.
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