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1
Introduction
In RAN2 there has been lately various papers regarding random access problems. 
In RAN2#82 for [5] following was concluded:

=>
RAN2 acknowledges that in particular for stationary devices the problem described occurs in certain deployments and it does not seem possible to fix always by network configuration. 

=>
RAN2 thinks that a pure UE based solution (UE allowed to reselect to second best cell after a number of failed attempts) is not sufficient since it might lead to mass reselection in case that the failure is due to congestion. That means, the NW needs to be able to allow/disallow that the UE reselects to the second best cell. 

=>
Can discuss further offline about the actual solution. Can be discussed if existing NW signalling can be re-used or new signalling needs to be introduced. 

-
Renesas thinks that, if the UE applies an offset for the first cell, it could apply this offset until it reselects to a third best cell (or with a very long timer of hours or days). 

=>
CBF: RACH transmission Failure: Should also discuss how to avoid that the UE tries again every few seconds or minutes while still being in the same problematic deployment.  (DCM)

-
After offline discussion DCM confirms that most companies prefer a NW based solution and that new signalling is required. DCM suggests an email discussion until next meeting to progress the solution. 

-
DT thinks that we should agree on a NW controlled solutions

-
DT thinks that we should have one email discussion covering LTE and UMTS. 

-
Intel wonders what release DCM has in mind. DCM indicates that they intend to do this in Rel-11. Chairman tends to agree with Intel that this looks more like TEI12. 

=>
We intend to specify a NW controlled solution but it may still turn out to be too complicated.

=>
It seems to be TEI12 (Rel-12)

· [Joint/RACH] Until next meeting on RACH transmission failure (DCM). Intention is to find a NW controlled solution. Should consider complexity vs. benefit. Target: TEI12

The email discussion did not took place due to various reasons, but then in RAN2#83 RACH was brought up again in different context in form of [6] where it was concluded following among several companies acknowledging the problem:

=>
After offline discussion AT&T reports that the offline discussion has not led to a final conclusion. The CRs have not been discussed. More information about the root cause of the observed problems were requested by several companies. AT&T is still concerned that these aggressive RACH problems will occur and will come back to the issue in the next meeting. 

In this paper we try to provide a bit further analysis on possible issues with RACH.
2
Problem Analysis
Firstly before considering any sort of solutions one would need to understand the root cause of RACH problem UEs and NWs are facing on the field. Once the problem is identified, it should be studied whether the problem can be solved without changes in the UE behaviour considering legacy UEs in the field. Below is simplified figure of RACH procedure as seen in [7] :
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Figure 1: Contention based Random Access Procedure

In the following analysis we assume that UE has received successfully RACH configuration from SIBs and is able to compute step 1 – random access preamble sending and there will not be contention i.e. contention resolution will be succesfull at some point of time (possible after various restarts of RACH procedure).

Possible points of problem in RACH procedure are:

1. Reception of RACH preamble i.e. even after UE has been retransmitting preamble with ramping up power to maximum allowed level NW is not able to receive RACH preamble. This could be categorized as UL problem. Possible causes for this are at least:
a. UL coverage issues i.e. inappropriate camping parameter setting causing different DL/UL coverage or difficult environment e.g. as described in [5] where DL signal travels far over the lake or the preamble is received in eNodeB outside the allowed  window due to long propagation time.
b. Congestion – Interference may prevent eNB to be able to decode PRACH. This could be caused by insufficient RACH resource allocation or unexpected load in the system.
2. Sending of Random Access Response (RAR). Possible causes for this are e.g.:
a. Congestion i.e. lots of UEs sending RACH simultaneously and NW not being able to handle all of them -> Thus impossible to respond to all. Cause of this would be not having enough processing capability in eNB or not enough DL capacity to send all RARs. Insufficient DL capacity would be quite unlikely as UEs would be waiting for RAR for several TTIs and thus NW could even the load among multiple TTIs.
3. Reception of RAR. Even if NW sends RAR UE may not be able to receive the message e.g. due to following:
a. DL coverage issue. Assuming that there was not UL coverage issue in step 1 it seems quite unlikely that there would be DL coverage issues either.
4. Reception of first uplink message. In this analysis we assume that there are no problem at first uplink message sending. If there is then probably there are far more severe issues to be seen in the network e.g. not able to handle all ongoing connections.
a. Unsuccesfull contention resolution could be also considered as a “problem” but it is natural behaviour of RACH procedure and system has been designed to handle this kind of situation e.g. UEs restarts RACH or NW could even the load by using back off mechanism.

So in summary it seems that possible causes for RACH problems that could be considered as possible to happen even with appropriate NW configuration are:
1. Difficult environment (a.k.a. Chiba lake style problem) where DL and UL coverage differences are big and it is difficult to handle this via camping parameters as shown in [5]

2. Unexpected increase of UEs doing RACH in the system and thus causing interference or capacity issues for RA channel. 

Case 2 seems to be such that such a situation should not be long standing and will resolve itself in time if eNB can ensure enough aggragation level of PDCCH as well as robust MCS for RAR, and act properly with backoff indicator upon detecting of high load.  Although it could be possible that as UEs continue RACH for “indefinitive” duration when T300 is running – In case UEs are able to receive RAR then NW could handle this situation with back off timer. Also UE load can be handled by NW by using access class barring mechanism or adjust the SIB configuration of PRACH resources to allocate sufficient resources.
3
Possible solutions
Based on the analysis in section 2, only case 1 may need to be addressed since it is difficult to be solved by eNB implementation. In general we hope that all RACH problems could be solved by one simple mechanism thus based on RAN2#82 unless existing mechanisms are deemed sufficient:

=>
We intend to specify a NW controlled solution but it may still turn out to be too complicated.

=>
It seems to be TEI12 (Rel-12)

Such a decision was grounded on fact that it would be undesirable that NW does not have control of new UE behaviour and thus possibly causing problems in RACH resourcing and eNB implementations.

Observation 1: Any solution done to solve RACH problems should be NW controllable
For unexpected increase in the load of system current system already provides some tools e.g. ACB (Access Class Barring) and RACH backoff timer which could be used to tackle the problem. Additionally in [6] it was proposed to have a 120ms delay after UE has reached maximum number of preamble transmissions. But as there seems to be some tools already in the system to handle overload situations it is not clear if something more is actually needed.

Observation 2: Unexpected increase in the load of the system is most likely addressable with existing solutions e.g. ACB or RACH backoff timer. 

Then if the challenging radio environment can be handled with existing mechanisms e.g. it could be possible to solve these issues with proper cell selection parametrization (reduced DL coverage to match with UL coverage) which could reduce cell coverage in these problematic scenarios. This could be acceptable especially if “chiba lake” like situations are not common 

Observation 3: If case 1 is not seen as very common problematic scenario one could solve the issue by reducing cell DL coverage to match with UL coverage.
· But if UL/DL coverage difference needs to be addressed with a specific solution e.g. GERAN like approach where after RACH failure UE would reselect to another cell/frequency could be considered but they should be NW controllable to avoid unnecessary ping pongs and NW parametrization problems. 
4
Conclusion
In this paper we analysed possible RACH issues and concluded already existing mechanisms could handle many of possible problems but if e.g. “chiba lake” style problem is very common it may be necessary to do some specific solutions to address these problems.
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