3GPP TSG-RAN WG2 Meeting #83-bis
R2-133310
Ljubljana, Slovenia, 7th October – 11th October 2013
Agenda item:

7.2.3
Source:
Renesas Mobile Europe
Title:
User plane details related to the SCE user plane architecture selection
Document for:

Discussion
1
Introduction
There are several minor details in the SCE user plane architecture selection that might influence the selection or might be affected by the selection. This paper briefly addresses these details, which are related to functions that may change when there are simultaneous connections to more than one eNB.
2
Discussion
2.1
Activation/deactivation

The dual connection used in the SCE has very many common properties with the carrier aggregation, naturally being totally a different technique. Carrier aggregation can be separately used in each eNB separately and no changes are needed in the carrier aggregation signalling. In particular, the activation/deactivation signalling of carrier aggregation is a MAC-to-MAC peer protocol and works independently in each eNB.

Due to obvious similarities, one might think that some sort of activation/deactivation signalling be used also in dual connection. In particular, it would be applicable in bearer splitting where it might be considered that the leg of the bearer remaining in the MeNB be deactivated when the other leg in the SeNB has been set up. However, there seems not to be any benefits in such a procedure, because there will always be a small amount of control data on signalling bearers in the MeNB and having an idle bearer on the same carrier really doesn’t use any such resource that could be freed by deactivating the leg of the bearer. Physical resources could, in principle be deactivated in the SeNB if all bearers were deactivated in the SeNB, but that would also mean losing the synchronization in the uplink or both uplink and downlink (depending on the exact way of deactivation). Consequently, having to resynchronize the physical connection to the SeNB is such a heavy procedure that deconfiguring and reconfiguring the dual connection and the SeNB bearers is not much more tedious. The preferred way of operation would be keeping the SeNB in the DRX mode when there is a temporary pause in the traffic and deconfigure the dual connection when there is a long pause or there seems not to be a need for high speed service any more.
It seems unnecessary to make any changes in the existing activation/deactivation procedures or create any new ones for SCE. Even if changes are needed, they would be similar in all user plane architecture alternatives, so they do not affect the architecture selection.
2.2
Logical channel prioritization and packet scheduling
The packet scheduling and the logical channel prioritization will work independently of each other as long as no bearers are split between the MeNB and the SeNB. This is obvious, because bearers are present on just one eNB at any given time and the UE can choose the logical channels to be served in the packet scheduling only from those that are associated to the bearers allocated to the eNB being handled. As a result, the UE will have two separate contexts in which the packet scheduling and logical channel prioritization operate and each context has its own and separate set of bearers and logical channels. As there are no common logical channels, the bucket variables Bj [2] will also be separate.
When bearer splitting is used, the packet scheduling and logical channel prioritization must be common to both eNBs, because more data for a logical channel shall not be scheduled to an eNB if enough data has already been scheduled to the other eNB. It is thus necessary that the bucket variables Bj are common to the two MAC entities that are created for serving the MeNB and the SeNB. The MAC entities cannot otherwise be combined to serve both eNBs, because most MAC procedures are specific to each eNB and separate MAC entities are clearly needed, but the bucket variable Bj can be shared although the logical channel prioritization procedures are run in each MAC entity separately.

Hence, bearer splitting affects the way the packet scheduling and logical channel prioritization must be handled, but the solution is straightforward and easy to implement, so they don’t really affect the user plane architecture selection.
2.3
Buffer status reporting

Buffer status reporting is also straightforward when bearer splitting is not used. As long as any bearer is allocated just to one eNB, the amount of the pending uplink data is reported to the eNB where the logical channel is assigned to. Buffer status reporting is a MAC-to-MAC peer procedure, so no changes are needed for SCE.
Things get slightly more complicated when bearers can be split to two eNBs. The pending uplink data obviously cannot be included in the BSRs to both eNBs, because both eNBs would grant the needed uplink resources to the UE for the uplink data transmission on the split bearers and the UE could use just a half of the grants in the worst case.

There are several good ways to solve the problem.
The simplest one is to assume that it is preferable to use the SeNB for all uplink data transmission and thus include the buffer status of the split bearers to the BSR of the SeNB only. This is not the most reliable of the available options, because the SeNB may suffer from temporary signal loss and the transmission of the uplink data would be delayed until the radio link failure is detected. Still, it is a viable solution if the delay requirements of the split bearers are low.

A slightly more robust method is to report a fixed portion of the pending uplink data in the BSR of the SeNB and the rest on the MeNB. This is a suitable solution if it is desirable to use both the MeNB and SeNB uplink resources all the time for uplink data transmission, i.e. not to direct all uplink data transmission to the SeNB although it would have a better link. The shares of the uplink data transmission via each eNB should be configurable, most conveniently with a piece of RRC signalling, possibly as a part of the dual connection setup. By nature, this configuration would be semi-static, being guided mostly by the overall uplink capacity allocation between the MeNB and the SeNB. If needed, the ratio can be updated during the data transmission. Using RRC signalling is possible for updates as well, but MAC signalling would be another viable option, allowing very fast dynamic changes in the balance between the MeNB and SeNB. Naturally, the previous method of sending all uplink data of the split bearers to the SeNB is a subset of this method, corresponding to 100 % vs. 0 % sharing.
The most accurate and flexible buffer status reporting can be obtained by defining a new BSR format where the amount of pending data is reported separately for split bearers and non-split bearers. The network can then fully dynamically grant the uplink resources for uplink data transmission on each eNB according to the eNB load and link status. The length of the data part of the BSR would be doubled, but it would still be reasonable. It should be born in mind that dual connection is used only for high rate data transmission and any reasonable signalling overhead is usually negligible.
It is clear that the architecture selection has an effect on the buffer status reporting. Some modifications are needed in the BSR procedures if bearer splitting is allowed. As there are several viable methods available, it is fair to say that the effects on the buffer status reporting are not significant in the architecture selection.
2.4
Other details

The random access procedure is separate for each eNB as it is a means to establish a physical level connection and uplink synchronization between the UE and one of the eNBs. If there are clarifications that are needed in the specifications when the SCE is added, they would be the same for all the user plane architecture alternatives.
Power headroom reporting is also related to each link separately and it definitely does not matter what kinds of bearers are conveyed via each link, so whatever is needed in power headroom procedures, they are the same for all architecture alternatives.

The MeNB and SeNB are not synchronized with each other, so synchronizing the DRX patterns would be very difficult. The data traffic would usually be directed to the SeNB link and thus the DRX states of each eNB would typically be very different, so the expected power saving gain obtained by aligning the DRX patterns would not be very big. In any case, the DRX is insensitive to the arrangement of the bearers on the two eNBs, so the architecture selection does not affect the DRX design and it can be optimized independently from the architecture.
3
Conclusion
The user plane architecture selection has an effect on the packet scheduling, logical channel prioritization, and buffer status reporting, but the effects are not so significant that they would really affect the architecture selection.
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