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1 Introduction

Even though there was an intensive discussion about down-selection of UP architecture for dual connectivity during RAN2#83 meeting, there had been no consensus on UP architecture due to different views about protocol architecture and lack of in-depth study of each technical issue for decision of UP architecture. To resolve this issue, it was decided that the study item phase of SCE-HL would be extended by one quarter as a result of RAN#61 meeting[2]. Therefore it is necessary to select efficient UP architectures for dual connectivity by analyzing the pros and cons among remaining five UP alternatives (A1, 2A, 2C, 3C, and 3D) decided by last RAN2 meeting. In this contribution, based on traffic routing options for dual connectivity, we propose two kinds of small cell change procedures for each routing option and analyze the signalling impacts by each procedure.
2 Discussion
There had been two kinds of routing schemes for dual connectivity in RAN2 discussions, which were CN routing and RAN routing. For dual connectivity, MME and S-GW are responsible for handling data split in CN routing scheme, while MeNB is split point for traffic routing in RAN routing scheme. In terms of UP architecture, option 1A is classified as CN routing scheme and options 2A, 2C, 3C, and 3D are classified as RAN routing scheme.
1.1 Secondary Cell Change Procedure
Secondary cell change procedure means that a UE changes its access from one SeNB to another SeNB when it is served with dual connectivity provided by MeNB and SeNB. This procedure can be frequently occurred in dual connectivity scenario due to size of secondary cell and deterioration of radio channel quality by user’s mobility. Secondary cell change procedure can be considered as following two different procedures according to the traffic routing schemes and CP/UP architectures decided in previous meeting. 

Figure 1 shows a secondary cell change procedure with consideration for traffic routing scheme in order to support dual connectivity. 
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Figure 1: Procedure for secondary cell change
· Procedures for CN routing (UP architecture 1A) 
In CN routing, S-GW is used as a split point of traffic transmission/reception for dual connectivity and it provides multiple flows for a UE by establishing a couple of independent E-RABs between S-GW and UE. Thus in this scheme, the dual connectivity is supported at EPS bearer level.
Below is a more detail description of the secondary cell change procedure in CN routing scheme.
1) A UE is in RRC Connected state and is configured to carry out measurement procedures provided by MeNB. 
2a) In this state, there are two independent E-RABs between UE and S-GW for dual connectivity. Because this scheme could not support bearer split, dual connectivity is supported by EPS bearer level. 

3) A measurement report is triggered and sent to the MeNB.
4) MeMB makes decision whether to perform SeNB change procedure based on RRM information, measurement report and load of master cell.  

5) If secondary cell change is decided, MeNB issues a SeNB setup request procedure to change secondary cell. When this step is carrying out, SeNB performs admission control about whether it accept corresponding request or not, which is processed depending on the received E-RAB QoS information from MeNB. If SeNB accepts MeNB’s request, AS configuration will be performed. As a response of MeNB’s request, SeNB sends back a response message to MeNB. 

6a) MeNB instruct the source SeNB to forward the buffered and in-transit packets to target SeNB. The protocol message between two eNBs for this step may be “SN Status Transfer” defined on PDCP. 

7) MeNB generates the RRC message to perform secondary cell change, i.e RRCConnectionReconfiguration message, to be sent by the MeNB towards the UE. On receiving secondary cell change from MeNB, UE may perform synchronization to target SeNB and accesses the target secondary cell via RACH, detail operation is FFS. When the UE has successfully accessed the target cell the UE sends the RRCConnectionReconfiguration Complete message to confirm secondary cell change.
8) MeNB sends a Path Switch Request message to MME to inform that the UE has changed cell. MME performs S1 bearer modification procedure with S-GW. The MME confirms the Path Switch Request message with the Path Switch Request Ack message. A GTP-U tunnel modification toward target secondary cell and context update for corresponding E-RAB are performed in this step.
9) After target secondary cell access and path switching procedure, Scell Setup complete message is triggered and sent to target SeNB.

10) After secondary small cell change procedure is successfully completed, the UE can communicate with MeNB and target SeNB through independent E-RAB for dual connectivity. 

11) Upon reception of Path Switch Request Ack message, MeNB requests the source SeNB to release radio resources.

· Procedure for RAN routing (UP architecture 2A ,2C, 3C, 3D)
In RAN routing, MeNB is used as split point of traffic transmission/reception for dual connectivity and it provides multiple flows for a UE by establishing a couple of independent radio bearers. Thus in this scheme, dual connectivity can be supported at a radio bearer level or a packet level. 
Below is a more detail description of the secondary cell change procedure in RAN routing scheme.
1) This step is same procedure in CN routing.  
2b) In this state, there may be two independent radio bearers for dual connectivity. Traffic path for a UE in this state is different from the 2a) in CN routing. In other words, MeNB performs a role of anchor node for traffic routing.
3) ~ 5) These procedures are same procedures in CN routing.
6b) MeNB instruct the source SeNB to forward the buffered and in-transit packets to target SeNB and MeNB for downlink transmission and uplink transmission, respectively. For performing these procedures, state information for data forwarding could be different according to UP architecture. If UP architecture is 2A, the state information may be a sequence number of PDCP SDU level, and if UP architecture is 2C/3C then the state information may be sequence number of PDCP PDU. In case of UP architecture 3D, it can be considered two kinds of options according to RLC function split. Namely, if retransmission and reordering function of RLC is at MeNB, it may not require packet forwarding between two SeNBs. Otherwise, the state information may be sequence number of PDCP PDU for UP architecture 3D. Additionally, in case of 2A, 3A, 3C, and 3D, SN Status Transfer(UL) message and Packet Transfer Ack message could be transmitted to MeNB as one message in this procedure,.
7) This procedure is similar to 7) for CN routing. However, if it is possible for MeNB to support bearer split (UP architecture 3C/3D) and UE has dual RX/TX capabilities, packets that are going to transmit through SeNB could be transferred to a UE over radio bearer of MeNB. Therefore, if the bearer split is supported, the service interruption time could be minimized during secondary cell change procedure.

9) After target secondary cell access procedure, Scell Setup complete is triggered and sent to target SeNB.

10b) After secondary small cell change procedure is successfully completed, UE can communicate with MeNB and target SeNB through independent radio bearer for dual connectivity.
11) This procedure is same procedure in CN routing.
1.2 Analysis of Signalling Impacts for Secondary Cell Change
In this chapter, we discuss the signalling impacts due to secondary cell change as below.
· Number of signal exchange 
There are two types of signalling for secondary cell change to support dual connectivity. The first one is signalling over Xn interface and the other one is signalling over CN interfaces (i.e. S1-MME and S11). Especially the signalling over CN interfaces is used for path switching which aims at switching of downlink GTP tunnel toward a new GTP tunnel endpoint. 

There are 15 signal exchanges and 12 signal exchanges for secondary cell change in CN routing and in RAN routing, respectively. In CN routing, 8 signal exchanges affect service interruption, while only 5 signal exchanges affect service interruption in RAN routing during secondary cell change procedure. The number of signal exchanges over Xn interface is similar in both routing schemes. However in CN routing, there are additional impacts on the operation of MME and S-GW due to message exchanges between E-UTRAN and CN.
Therefore, if CN routing scheme is used to provide dual connectivity and the number of secondary cell changes are increased, signalling load for path switching and processing load for routing table update will be increased at MME and S-GW, which may causes severe performance degradation. 

Observation 1 : CN routing scheme needs more signalling exchanges than RAN routing scheme for secondary cell change. And it requires additional signallings between MeNB and MME/S-GW for path switching, which causes a CN impact.

· Delay/Interruption time
As discussed in previous section, there may be a period for not transmitting traffic during secondary cell change procedure, which causes service interruption of a UE. 

Comparing to CN routing scheme, even though RAN routing scheme has more signalling exchanges over Xn, the service interruption time is similar to that of CN routing scheme. The reason why two schemes have similar latency is that SN status transfers at source SeNB of step 6b) can be simultaneously transmitted to its destination. 
For example, if signalling delay over each interface as follow, we can calculate total interruption time for each routing scheme.  
· Duu : signalling exchange delay over Uu interface, (e.g. 5.5msec[6])

· Dxn : signalling exchange delay over Xn interface, (e.g. 30msec[5])

· Ds1-mme : signalling exchange delay over S1-MME interface, (e.g. 1msec[6])

· Ds11 : signalling exchange delay over S11 interface, (e.g. 1msec[6])

Total interruption time about each routing scheme is as follow. For more precise estimation, it is also necessary to consider traffic volume of buffer on source SeNB but we do not take account of the factor in this calculation for complexity of estimation.
· CN routing  : max(4Duu , 2DXn) + 2Ds1-mme + 2Ds11 = 64msec 
· RAN routing : max(4Duu , 2DXn) = 60msec
Based on analysis of above, we know that CN routing scheme incurs slightly more latency comparing to RAN routing scheme when performing secondary cell change procedure. The difference of latency between two schemes seems to be due to signalling for path switching. 
Observation 2 : CN routing scheme requires slightly more delay for signalling exchanges than RAN routing scheme for secondary cell change. The latency for radio access and path switching to target SeNB makes a UE to experience service interruption. 
· Buffering 
Based on latency discussed on previous paragraph, it is necessary to provide buffering function to compensate for service interruption due to signalling exchanges for secondary cell change procedure. 
For instance, if a bearer provides 10Mbps bit rate throughput, we could know that it is necessary to provide 655.36KBytes sized buffer and 614.4KBytes sized buffer for lossless transmission for CN routing scheme and for RAN routing scheme, respectively. Although two schemes require similar buffer size in this scenario, if the bit rate of a bearer will be higher, the difference of required buffer size between two schemes will be larger.
In CN routing scheme it is necessary to provide buffering capability for all the received packets during access to target SeNB and path switching since there is no bearer split. In RAN routing scheme, UP architecture 2A and 2C requires similar sized buffer comparing to the CN routing scheme, however UP architecture 3C and 3D may require smaller sized buffer than other UP architectures because it could support bearer split.
The CN routing scheme where the bearer split is not supported for dual connectivity requires slightly larger buffer size than RAN routing scheme. And if the RAN routing scheme has a bearer split capability, it could be possible to reduce the required buffer size during secondary cell change procedure, additionally. 
Observation 3 : The CN routing scheme requires slightly larger buffer size than RAN routing scheme. And the bearer split is possible in RAN routing, more small size buffer is required to compensate service interruption. 
3 Conclusions
This paper discusses on potential signalling impacts caused by secondary cell change procedure for dual connectivity. According to the analysis in section 2, the observations are given as below.

Observation 1 : CN routing scheme needs more signalling exchanges than RAN routing scheme for secondary cell change. And it requires additional signallings between MeNB and MME/S-GW for path switching, which causes a CN impact.

Observation 2 : CN routing scheme requires slightly more delay for signalling exchanges than RAN routing scheme for secondary cell change. The latency for radio access and path switching to target SeNB makes a UE to experience service interruption. 
Observation 3 : The CN routing scheme requires slightly larger buffer size than RAN routing scheme. And the bearer split is possible in RAN routing, more small size buffer is required to compensate service interruption. 
Proposal : From the above observations, we propose to capture TP in TR 36.842 [1]shown below.

4 Text Proposal for TR 36.842
8.1.1.10 Comparison of use plane architecture alternatives 

The user plane architecture alternatives described in the previous subclauses are compared in Table 8.1.1.10-1.

Table 8.1.1.10-1: Comparison table of user plane alternatives
	Alternative
	Alternative 1A
	Alternative 2A
	Atlernative 2C
	Alternative2D
	Alternative 3A
	Alternative 3C
	Atlernative 3D

	Overview
	S1-U terminates in SeNB + independent PDCPs (no bearer split).
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	S1-U terminates in MeNB + no bearer split in MeNB + independent PDCP at SeNB.
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	S1-U terminates in MeNB + no bearer split in MeNB + independent RLC at SeNB.
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	S1-U terminates in MeNB + no bearer split in MeNB + master-slave RLC for SeNB bearers.
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	S1-U terminates in MeNB + bearer split in MeNB + independent PDCPs for split bearers.
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	S1-U terminates in MeNB + bearer split in MeNB + independent RLCs for split bearers.
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	S1-U terminates in MeNB + bearer split in MeNB + master-slave RLCs for split bearers.
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	SeNB Mobility
	Not hidden to CN (
Forwarding between SeNBs (
Interruption visible due to MeNB unable to support SeNB bearer (
CN Impacts in secondary cell change according to signalling for path switching  (
Longer service interruption than 2A, 2C, 3C and 3D (
	Not hidden to CN (unless security can solely be handled by MeNB) (
Forwarding between SeNBs (unless MeNB buffers the data) (
Interruption visible due to MeNB unable to support SeNB bearer (
No CN signalling impact in secondary cell change (
Slightly shorter service interruption than 1A (
Longer service interruption comparing with 3C/3D with bearer split capability (
	Hidden to CN (
No forwarding between SeNBs (
Interruption visible due to MeNB unable to support SeNB bearer (
No CN signalling impact in secondary cell change (
Slightly shorter service interruption than 1A (
Longer service interruption comparing with 3C/3D with bearer split capability (
	Hidden to CN (
No forwarding between SeNBs (
Interruption visible due to MeNB unable to support SeNB bearer (

	Not hidden to CN (unless security can solely be handled by MeNB) (
Forwarding between SeNBs (unless MeNB buffers the data) (
Interruption limited thanks to the ability of the MeNB to transmit data for the split bearers (
	Hidden to CN (
No forwarding between SeNBs (
Interruption limited thanks to the ability of the MeNB to transmit data for the split bearers (
No CN signalling impact in secondary cell change (
Shorter service interruption than 1A, 2A,  and 2C due to bearer split capability (
	Hidden to CN (
No forwarding between SeNBs (
Interruption limited thanks to the ability of the MeNB to transmit data for the split bearers (
No CN signalling impact in secondary cell change (
Shorter service interruption than 1A, 2A,  and 2C due to bearer split capability (
No need to forward packets in case of proper function allocation between master RLC and slave RLC (
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