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1. Introduction
This paper discusses backhaul assumptions for throughput enhancements. 
2. Discussion
2.1. Backhaul throughput

At RAN2#82, inter-node resource aggregation was agreed as a solution for throughput enhancements with its potential gain as in [1-3]. In addition, the backhaul assumption in terms of throughput was discussed and captured in the minutes as follows: 
	Quantitative Analysis of inter-node resource aggregation

Scenario 2 (inter-frequency):
R2-132103
Quantitative analysis on inter-node inter-frequency radio resource aggregation; NTT DOCOMO, INC.; Disc; 

(skip unrelated part)

-
FFS: RAN2 agrees that in order to benefit from inter-node aggregation in terms of increased throughput we need a backhaul interface offering the necessary throughput. RAN2 also acknowledges that the feature less will only be applicable to deployments offering those throughputs.  

 (skip unrelated part)
CN- or RAN routing

R2-131993
Backhaul Issue List; NTT DOCOMO, INC.; Disc; 

Proposal 1: 
-
See related agreement above


From the minutes, it is not clear if the above sentence marked with yellow was an agreement and should be confirmed at this meeting. From our point of view (as an operator), it is questionable whether it is really reasonable to assume too pessimistic backhaul throughput although the one of the objectives for small cell enhancement is to realise throughput enhancements. In other words, if operators deploy small cells to achieve the higher throughput performance, they should arrange the backhaul which has enough capacity to accommodate Uu throughput. Moreover, the small cells are supposed to be deployed in some congestion areas, such as the station square. In that area, the reasonable assumption is to prepare enough backhaul resource depending on the amount of traffic to accommodate. Therefore, we emphasize that we should not discuss throughput enhancements assuming too pessimistic backhaul. 

Proposal 1:
RAN2 is respectfully asked to confirm as an agreement that in order to benefit from inter-node aggregation in terms of increased throughput we need a backhaul interface offering the necessary throughput. RAN2 also acknowledges that the feature less will only be applicable to deployments offering those throughputs.
2.2. Backhaul latency

With regards to backhaul latency, the following was agreed based on the simulation result in [1]:

	=>
The results in this document (Figure 6) show that the fixed RTT has a significant impact on the performance for files of a few MByte: The download delay for a 1 MByte file increases from 2.6 to 3.6 seconds when the latency increases from 50 to 110 ms (one way)


The related simulation result is excerpted in Annex A. In this analysis, the case of 50 ms delay is assumed as the throughput provided by a macro cell. Assuming an architecture where the U-plane is routed via MeNB, the case of 55 ms delay characterise the case of 5 ms backhaul latency between MeNB and SeNB. The 60, 80 and 110 ms delay cases can be assumed as the 10, 30 and 60 ms backhaul delay cases as well. 5 ms backhaul latency is the maximum latency for Fiber Access 3 in TR 36.932. 10, 30 and 60 ms backhaul delay are Fiber Access 2, 1 and DSL Access, respectively (see Table 6.1-1 excerpted below).
In addition to the above agreement, the simulation result can also be interpreted as follows:
· If Fiber Access 1 and DSL Access (30 and 60 ms of max. latency respectively) are used for the backhaul of SeNB, the download delay of a few MB file from SeNB increases approximately 0.5 and 1.0 second respectively compared to the one from MeNB.
· On the other hand, if Fiber Access 3 and 2 (5 and 10 ms of max. latency respectively) are used for the backhaul of SeNB, the increased download delay is not so significant (approximately less than 0.13 second). 
In light of these results, the following can be observed:
Observation 1:
For the RAN routing U-plane architecture, the backhaul technology with shorter backhaul latency (e.g., Fiber Access 2/3 in TR 36.932) is recommended for achieving throughput enhancements.
Table 6.1-1: Categorization of non-ideal backhaul (TR 36.932)
	Backhaul Technology
	Latency (One way)
	Throughput
	Priority (1 is the highest)

	Fiber Access 1
	10-30ms 
	10M-10Gbps
	1

	Fiber Access 2
	5-10ms
	100-1000Mbps
	2

	Fiber Access 3
	2-5ms
	50M-10Gbps
	1

	DSL Access
	15-60ms
	10-100 Mbps
	1

	Cable 
	25-35ms
	10-100 Mbps
	2

	Wireless Backhaul
	5-35ms 
	10Mbps – 100Mbps typical, maybe up to Gbps range
	1


The next question is whether there is a way to achieve throughput enhancements under the larger backhaul latency characteristics. Assuming that the last mile of the SeNB is using backhaul with larger latency for all U-plane architecture alternatives, the same last mile will be used for delivering U-plane data. If we take example of the CN routing U-plane architecture (Alternative 1A in TR 36.842), although U-plane data is not delivered over Xn interface between MeNB and SeNB, U-plane data will still be delivered over the last mile larger latency backhaul. This is because the last physical link toward SeNB is likely to be shared between S1 and X2 as illustrated in Fig.1. This can be said for the other typical network topologies. Subsequently, all U-plane architecture alternatives will end up delivering U-plane data over the larger latency backhaul. Therefore, at least for throughput enhancements, the following can be observed:
Observation 2:
For all U-plane architecture alternatives, throughput enhancements seem not feasible under the larger backhaul latency.
It should be noted that this does not imply to preclude the other small cell related enhancements under the larger backhaul latency.
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Fig.1
Example of network topology in RAN.
3. Summary and proposal
This paper discussed backhaul assumptions to make throughput enhancements feasible. With regards to backhaul throughput, the following was proposed:

Proposal 1:
RAN2 is respectfully asked to confirm as an agreement that in order to benefit from inter-node aggregation in terms of increased throughput we need a backhaul interface offering the necessary throughput. RAN2 also acknowledges that the feature less will only be applicable to deployments offering those throughputs.
With regards to backhaul latency, the followings were observed:

Observation 1:
For the RAN routing U-plane architecture, the backhaul latency with shorter backhaul latency (e.g., Fiber Access 2/3 in TR 36.932) is recommended for achieving throughput enhancements.
Observation 2:
For all U-plane architecture alternatives, throughput enhancements seem not feasible under the larger backhaul latency.
In light of these observations, the following is proposed:

Proposal 2:
Observation 1 and 2 should be taken into account when deciding the U-plane architecture and captured in TR 36.842.
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Annex A: Simulation result of TCP sequence number transition (excerpts from R2-131634)
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Fig.6
TCP sequence number transition (within 5 sec from data download start).
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