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1 Introduction

In this document we provide the simulation results to analyse the impact of backhaul delay on the achievable user throughput and compare the performance of various UP architectures to support multi-stream aggregation at UE.
2 Discussion
Simulations are performed to evaluate UE throughput achieved by multi-stream aggregation based on UP architectures 1A, 2A, and 3C [1].

In the simulations, 1 small cell is randomly placed per macro cell. UEs are dropped randomly and in such a way that one third of UEs are clustered in pico cell.

UE selects a macro cell as its MeNB based on RSRP measurements. If the RSRP of a small cell in the serving macro cell is higher than -85 dBm, this small cell is selected as the UE’s SeNB. If multi-stream aggregation is based on the UP alternative 3C, the UE transmission may be scheduled at MeNB when there are resources still available after macro UEs get served.
Unless stated otherwise, the traffic is generated in simulations using FTP traffic model 2 defined in [2], where FTP file size is 0.5MBytes and user arrival rate λ is 0.2. 
User perceived throughput (UPT) is calculated per packet by dividing packet size with packet delay. The packet delay is the duration from the time a packet enters the simulation system to the time UE receives the packet. Average UPT is the average value of packets’ UPT.
Unless stated otherwise, TCP congestion control mechanism is modelled in the simulations.
A simple offload algorithm is implemented at MeNB when multi-stream aggregation is done using the UP alternative 3C. It offloads packets to SeNB proportionally according to the relative air interface transmission capacities and backhaul latency between MeNB and SeNB. With the offload algorithm, the UP alternative 3C can adapt to the backhaul latency and balance the loading between macro cell and small cell more dynamically than the alternatives 1A and 2A.
A simple PDCP reordering function is also implemented at UE side when the UP alternative 3C is applied to achieve multi-stream aggregation. It reorders the packets from the two streams terminated at MeNB and SeNB, in the same way as reordering is done for RLC AM RB during PDCP re-establishment. IP layer of UE receives a packet only when its PDCP SDU is in right order. 
2.1 Impact of backhaul latency 

The impact of backhaul is evaluated by comparing user throughput with ideal backhaul (latency of 0 ms) to those assuming non-ideal backhaul with delays of 10ms, 20ms, and 30ms. Multi-stream aggregation is achieved using the UP alternative 3C under the following 3 scenarios:
· Case 1: 36.814 FTP traffic model 2;
· Case 2: 36.814 FTP traffic model 2 + TCP operation in normal load;
· Case 3: 36.814 FTP traffic model 2 + TCP operation in heavy load.
In the case 3, FTP file size is 5MByte and user arrival rate λ is 1, so that a heavy system load is generated. There are 10 users in a macro cell and 5 users in a small cell in the simulations.
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	Figure 1 Average UPT for Case 1
	Figure 2 Average UPT for Case 2
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Figure 1 shows that the backhaul latency would have little impact to the user throughput. This is because TCP process is not modeled. Hence, the whole file arrives at MeNB at once. The backhaul delay would not matter much, if a large part of the file needs to be buffered a very long time at MeNB. Under this circumstance, user throughput mostly depends on the air interface capacity, and is not sensitive to backhaul latency.

When TCP operation is modelled, Figure 2 shows that backhaul latency decreases the average UPT. TCP congestion control algorithm restricts the amount of data that can be out and unacknowledged during the beginning stage of a file transfer. This limits the amount of data buffered at MeNB, in turn reducing the wait time over the air transmission. Then, backhaul delay becomes a significant part of the overall time needed for a packet delivery.
Heavy system load can occur quite often when offloading between macro cell and small cell is needed. Figure 3 shows that the impact of backhaul latency decreases as the system load gets heavier, even when TCP is in operation. This is not surprising, as heavy load causes a large amount of data to suffer longer wait time at MeNB.
Observation 1: Backhaul delay has limited impact on the user throughput for the UP alternative 3C.
2.2 Quantitative comparisons of UP alternatives with non-ideal backhaul 

Simulations are carried out to compare performances of the UP alternatives 3C, 2A, and 1A. 3 user configurations are used to generate different load situations:
· Configuration 1: User number in Macro cell = 6, User number in Pico cell = 3;
· Configuration 2: User number in Macro cell = 10, User number in Pico cell = 5;
· Configuration 3: User number in Macro cell = 14, User number in Pico cell = 7.
Two options are recommended by NGMN and Small Cell Forum for backhaul deployments [3]

 REF _Ref363807084 \r \h 
[4]. Figure 4 illustrates the deployment choice 1, where small cell backhaul aggregation is at Macro cell. In the simulations, the delay from macro cell to small cell is assumed to be 20 ms. Then, the packet delays incurred from multiple streams are: 
· 20 ms backhaul delay for those packets offloaded to SeNB;
· 0 ms backhaul delay for those packets transmitted by MeNB.

[image: image4.emf]Application

 Server

Internet

Internet 

Peering 

Site

Core 

Network 

Nodes

RAN

Connectivity

Site

Small Cell BH Aggregation

E.g. macro site or fiber cabinet 

Small Cell

Small Cell 

Backhaul

RAN Backhaul Core Transport Service LAN External Network


Figure 4 Backhaul Deployment Choice 1
Figures 6, 7, and 8 compare the user throughput when multi-stream aggregation is achieved by the UP alternatives 2A and 3C, assuming the backhaul deployment choice 1. 
Figure 6 shows UPT CDF for users in multi-stream aggregation mode. In all configurations, 3C performs better than 2A does, and the advantage gap becomes wider when the load gets heavier.
Figure 7 shows the average UPT for all users in the system. Again, 3C outperforms 2A in all configurations. Though both 2A and 3C suffer decrease in average UPT when the system load increases, the dips of 3C tend to be shallower.
Figure 8 compares the average UPT of 3C and 2A for users in multi-stream aggregation mode. 3C significantly outperforms 2A, and the advantage gap increases considerably as the system load increases.
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	Figure 7 Average UPT for all users
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Observation 2: With realistic backhaul, the UP alternative 3C significantly outperforms 2A.
Figure 5 illustrates the routing paths for the backhaul deployment choice 2, where small cell backhaul aggregation resides in a RAN aggregation site. It is assumed that the delay from aggregation site to MeNB is 5 ms [5], and the delay from aggregation site to SeNB is 20 ms. Then, the delays of packets from multiple streams are:

· 20 ms backhaul delay for packets transmitted by SeNB if they come directly from the aggregation site; 

· 30 ms backhaul delay for packets transmitted by SeNB if they are routed through MeNB; and

· 5 ms backhaul delay for packets transmitted by MeNB.
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Figure 5 User Data Routing for Network Deployment Choice 2
Figures 9 and 10 compare the user throughput when multi-stream aggregation is achieved by the UP alternatives 3C and 1A, assuming the backhaul deployment choice 2.
Figure 9 shows the UPT CDF for users in multi-stream aggregation. Alternative 3C performs better than 1A does across all configurations of system load.

Figure 10 compares the average UPT of 3C and 1A for users in multi-stream aggregation mode. 3C performs much better than 1A does, and the advantage gap widens considerably as the system load increases.
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	Figure 9 UPT CDF for multi-stream aggregation Users 
	Figure 10 Average UPT for multi-stream aggregation Users


Observation 3: With realistic backhaul, the UP alternative 3C performs much better than 1A does.
3 Conclusion
Observation 1: Backhaul delay has limited impact on the user throughput for the UP alternative 3C.
Observation 2: With realistic backhaul, the UP alternative 3C significantly outperforms 2A.
Observation 3: With realistic backhaul, the UP alternative 3C performs much better than 1A does.
Proposal 1: The above simulation results and observations should be included in TR 36.842.
Based on the simulation results for UP architecture alternatives 3C, 2A, and 1A, it can be concluded that the alternative 3C provides the best user throughput performance with realistic backhauls.

Proposal 2: The UP architecture alternative 3C should be supported for user throughput enhancement.
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5 Annex 1: simulation assumptions
	Feature/Parameter
	
	Value/Description

	Bandwidth
	
	10 MHz

	IFFT/FFT length
	
	1024

	Duplexing
	
	FDD

	Number of sub-carriers
	
	600

	Sub-carrier spacing
	
	15 kHz

	Resource block bandwidth
	
	180 kHz

	Sub-frame length
	
	1 ms

	3GPP Macro Cell Scenario
	Cell layout
	57 sectors/19 BSs

	
	Inter site distance (ISD)
	500 m

	Pico cell layout
	
	Radom in Macro cell

	
	Picos/macro cell
	1

	Macro-pico deployment type
	
	inter-frequency

	UE placement
	UE dropped
	2/3 in the Macro cell 1/3 in the Pico cell

	Distance-dependent path loss
	Macro cell model (TS 36.814, Model 1)
	128.1 + 37.6log10(r)

	
	Pico cell model (TS 36.814, Model 1)
	140.7 + 36.7log10(r)

	BS Tx power
	Macro

Pico
	46 dBm

30 dBm

	UE Tx power
	
	23 dBm

	Shadowing standard deviation
	Macro

Pico
	8 dB

10 dB

	Antenna pattern
	Macro
Pico
	3GPP ant (3D ant): 
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= 70 degrees,  Am = 20 dB
Small cell: 2D Antenna, omni-directional

	Shadowing correlation between cells/sectors
	
	0.5 / 1.0

	Max BS Antenna Gain
	Macro cell:
Small cell:
	14dB
5 dB

	Shadowing correlation distance
	Macro

Pico
	25 m

25 m

	Penetration loss
	
	20 dB

	Multipath delay profile
	
	Typical Urban

	Schedule policy
	
	PF
Independent scheduling in macro cell and small cell

	Traffic model
	
	FTP Model 2, File size (S) = 0.5Mbytes, λ= 0.2

	Deployment of small cells

	Pico
	Minimum distance between macro cell and small cell: 75m

Minimum distance between small cell and small cell: 80m
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