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1 Introduction

At the last RAN1 meeting (RAN1#73), progress was made in the D2D SI. Interested companies presented a number of contributions discussing their views on ProSe communication considerations for RAN. 
The RAN SID on proximity services defined the following objectives for RAN2 with regards to device to device communication [1]:

3) Identify and evaluate options, solutions and enhancements to the LTE RAN protocols within network coverage: [RAN2 primary, RAN3 secondary]:
b) to enable direct communication connection establishment between devices under continuous network management and control,  
c) to allow service continuity to/from the macro network
7) For the purposes of addressing public safety requirements, identify and study the additional enhancements and control mechanisms required to realize discovery and communication outside network coverage [RAN1, RAN2]

In this contribution, we summarize different proximity communication scenarios, and discuss the requirements for each scenario. We then discuss the key RAN2 challenges for proximity communications.
2 Proximity communication requirements and scenarios:

Reference [2] identifies key requirements of D2D communication for both consumer/general use cases, as well as for public safety use cases. For consumer/general use cases, only in-network-coverage D2D communication is supported by the current requirements. The requirement for D2D communication extends also to out-of-coverage for public safety use cases. Furthermore, for public safety D2D communication, several different modes of operation were identified. In addition to single unicast D2D communication, public safety has requirements to support multi-unicast, groupcast, broadcast, as well as UE-to-network and UE-to-UE relay scenarios. 
Two basic conditions must be met for a given UE to engage in D2D communication:

a) The UE must know which time/frequency resources are allocated for transmission or reception of the D2D communication path.

b) UEs receiving D2D communications must be able to maintain synchronization with the UE transmitting on the D2D connection.

Of course, many other transmission attributes must be defined for successful D2D communication. For example, the transmission power must be define, an appropriate MCS selected, and so on. Never the less, the first two conditions are fundamental for any D2D communication to occur The method of granting resources for communication, and the method of synchronizing transmitter and receivers, may be different for different D2D communication scenarios. 

2.1 D2D communication in network coverage

In this scenario, both transmitting and receiving UE are attached to the LTE network, and can communicate with the network using the cellular LTE radio interface. This is the most prevalent scenario, and is the only valid scenario for consumer/general ProSe use case, for the time being. However, even for public safety devices, the in-network-coverage scenario will be dominant, as public safety devices will operate within network coverage an overwhelming majority of the time. 

Observation 1: D2D communication in network coverage is the only valid scenario for consumer/general ProSe use cases, and the overwhelmingly dominate scenario for public safety devices also.

Proposal 1: The in-network-coverage D2D communication scenario is the baseline scenario for RAN2’s design.
As both transmitting and receiving UE are attached to the network in this scenario, an obvious approach is for the RAN (eNB) to assign resources for D2D communication (section 3.1). Also, as discussed in section 3.2, eNB management of D2D communication resources would significantly simplify the coordination and control of interference between D2D communications and cellular communication within network coverage. Furthermore, both transmitting and receiving UEs are synchronized to the RAN. Hence, the eNB can both manage radio resource allocation for D2D communication, and serve as the source of synchronization reference between the UEs.

Proposal 2: For the in-network-coverage scenario, the eNB will provide connection management including radio resource allocation for D2D communication, as well as serve as the source of synchronization reference for the D2D transmitting UE and D2D receiving UEs.

Figure 1 illustrates the in-network-coverage communication scenario.
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Figure 1. In-network-coverage D2D communication
2.2 D2D communication out-of-network coverage

In this scenario, both transmitting and receiving UEs can not communicate with the LTE network directly. This scenario only applies to public safety, and although rare, is still an important scenario to be addressed by RAN. Since the network is by definition not available to the UEs in this scenario, alternative solutions are required for D2D resource allocation, connection control and UE synchronization. 

Reference [3] introduces the concept of a soft controller. The soft controller is a public safety UE that when out of network coverage, can emulate some functionality of the eNB. The soft controller provides services to other out-of-coverage UEs normally provided by the RAN. The functionality provided by the “soft” controller UE includes:

a) Providing a synchronization and timing control reference to the other out-of-coverage public safety UEs

b) Radio resource management including allocation of PHY resources for D2D communication, and scheduling decisions for unicast, groupcast and broadcast D2D communications

c) Centralized connection control and management

d) Bearer management, including bearer management, SDF to bearer mapping, and QoS control for bearers.
This solution enables the in-network-coverage solution to be directly extended to address the out-of-coverage scenario. Figure 2 illustrates the out-of-network-coverage D2D communication.
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Figure 2. Out-of-network-coverage D2D communication
A key challenge for the out-of-network coverage scenario is how to address bearer management, QoS and authentication/security. These functions are normally supported by the EPC through NAS. However, in out-of-network coverage operation, both “soft” controller and other UEs, have no connectivity to the EPC by definition. Therefore, the NAS layer in the public safety UE must be enhanced to address this limitation. The specific enhancements to the public safety NAS layer are FFS, and may be outside of the scope of RAN2.

Proposal 3: The NAS layer of a public safety UE should be enhanced to support out-of-coverage D2D operation without connectivity to the EPC. The specific enhancements to the public safety NAS layer are FFS, and may be outside of the scope of RAN2.
2.3 D2D communication with partial network coverage 

In this scenario, one public safety device is within the network’s coverage, and attached to the network. A second public safety device is out of the coverage of the network, but in proximity to the in-coverage device. This scenario may occur for example, when a first responder enters a basement, tunnel or other structure, while another first responder is outside the structure. 

In this scenario, the in-network-coverage public safety device is synchronized to the network, and hence can provide a synchronization reference to out-of-coverage UEs. Furthermore, the in-coverage public safety device can act as a soft controller to allocate D2D communication resources in coordination with the eNB. Figure 3 illustrates the partial-coverage D2D communication.
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Figure 3. Partial coverage D2D communication
Proposal 4: RAN2 should study RRC and L2 protocol stack impacts of D2D resource allocation and synchronization, for unicast D2D communications, groupcast D2D communications, and broadcast D2D communications, for each of following scenarios: in-network coverage, out-of-network coverage, and partial network coverage.
3 RAN2 challenges of proximity communications

Reference [2] addressed the key considerations and physical layer options for D2D communication. Building on the analysis of [2], we study the implications of D2D communication for RAN2 related protocols. The guiding principle is to reuse as much as possible existing protocols and interfaces, and only introduce minimal changes needed to address any new requirements for D2D.
3.1 Connection control

SA1’s requirements [4] specify that the system needs to support the concurrent establishment and simultaneous maintenance of both a ProSe communication path (D2D communication) and infrastructure communication path (EPC routed communication). A key question for RAN2 to address is the radio interface architecture and protocol termination of user and control plane, for each of these communication paths.
In the case of EPC routed communication, RRC provides connection control for the eNB to UE radio interface. RRC is terminated at the serving eNB and at the UE. However, in the case of D2D communication, several alternative topologies are possible for the control plane [5]:

Distributed connection control: In this topology connection control for each route is provided separately Figure 4. RRC would continue to provide connection control for the UE-to-eNB route. However, a separate control protocol would provide connection control for each D2D communication path, and would be terminated at the respective UEs. 
Centralized connection control: In this topology connection control of all data routes, including EPC routed communication and D2D communications, is provided by a single RRC instance for a given UE as illustrated in Figure 5. RRC is terminated at the eNB or soft controller, and at each UE, regardless of the number of D2D connections supported.
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Figure 4. Distributed connection control




Figure 5. Centralized connection control

Centralized connection control has many advantages over distributed connection control, these include:

1) Centralized connection control simplifies UE implementation compared to distributed connection control. In distributed connection control, the UE would have to maintain separate connection control protocol instances for each D2D connection, in addition to maintaining RRC to the eNB or soft controller. On the other hand, with centralized control only a single RRC instance is maintained by the UE.

2) In D2D groupcast and broadcast, how distributed connection control could be implemented is not clear. Should every D2D path between two devices implement independent connection control, with some level of coordination between the control of paths belonging to the same groupcast/broadcast connection? This is not an issue for centralized connection control, as there is only a single instance of RRC, regardless of the number and or configuration of D2D connections.

3) Centralized connection control reuses RRC, with minor enhancements to facilitate D2D connection management. The current control plane protocol stack at the UE could be reused without modification. Distributed connection control would necessitate development of a new connection control protocol, or enhancements to RRC to operate in a peer-to-peer mode.

4) It is essential that the UE derive it transmission timing advance from the eNB for D2D connections, as well as the EPC routed path. This is needed in order to minimize potential interference from D2D transmissions to the cellular network (section 3.2). If the D2D UE maintains RRC with the eNB or soft controller, the UE can simply derive its timing reference from the connection supporting this control plane.

5) In addition, NAS signaling is delivered from the EPC to the UE over RRC. NAS supports many critical functions, including authentication/security, setup and configuration of bearers, mapping of IP flows to bearers with appropriate QoS, etc. The RRC session with the eNB or soft controller provides a path for NAS, regardless of whether the UE has any data plane flows traversing this path.
Proposal 5: The UE shall maintain a single instance of RRC to provide connection control for the data plane, regardless of the number and type of data plane connections: EPC routed, unicast D2D, groupcast D2D or broadcast D2D.
For the in-coverage D2D communication scenario, the eNB can continue to play the role of controller for RRC. For out-of-coverage D2D communication, the soft controller takes on this role. In the partial coverage scenario, the soft controller may still take the role of centralized connection controller, or the soft controller may act as a relay for the connection control back to the eNB. 

Minor enhancements to RRC are sufficient to provide support for D2D connection control. The main enhancements would consist of procedures for D2D connection setup, maintenance and teardown. All of these functions can be supported with enhancements to existing RRC signaling procedures and would impact very few messages and IEs (e.g. RRCConnectionReconfiguation).In addition new measurement types and reporting methods may be required to enable D2D connection setup, teardown and maintenance.
Proposal 6: RAN2 should study enhancements to existing RRC procedures and the need for new measurement types and reporting methods to support D2D connection setup, teardown and maintenance. 
3.2 Resource allocation for D2D communication
Resource allocation and interference management are key PHY considerations for D2D communications [3]. Several modes of interference are possible for D2D communications, as illustrated in Figure 3:

a) D2D to cellular interference

b) Cellular to D2D interference

c) D2D to D2D interference

Orthogonal resource splitting between cellular and D2D connections can eliminate the first two modes of interference, at the potential expense of reduced system capacity. RAN1 should evaluate and compare the merits of orthogonal vs. non-orthogonal resource splitting [3].
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Figure 6. Interference mechanisms in D2D communications
An additional advantage of the centralized connection control architecture discussed in section 3.1, is that it can simplify coordination of resource allocation between D2D and cellular links, as well as between different D2D communication links in proximity to each other.
New measurement types and reporting methods will likely be required to support both orthogonal and non-orthogonal resource splitting. These measurements may be defined either at the physical layer, or at L3 (reported through RRC).
Since the scope of D2D communication is local (limited by UE to UE path loss and transmit power), the same time/frequency resource may be reused for different D2D communication, over relatively short distances (a fraction of normal cell size). This scalability is a key advantage of D2D communication from a system performance perspective. It is important that the methodology and signaling of D2D communication resource allocation support, and not limit this scalability.  

Resource allocation to the D2D link, including allocation of time, frequency and power, may be done on a dynamic basis, semi-persistent basis, or semi-persistent configuration subject to dynamic scheduling by the eNB [6]. However, in order for dynamic resource allocation to achieve an effective performance advantage, the resource scheduler must have timely information about the state of the communication channel (in this case the D2D communication channel), This would necessitate frequent reporting of D2D channel state information to the eNB or soft controller, Potentially, dynamic scheduling of the D2D link would consume significant system bandwidth, and may not scale well with the number and density of D2D connections in a given area. Thus semi-persistent resource allocation seems very attractive for D2D communication. It is highly likely that RRC signaling will need to be enhanced to support semi-static resource allocation and configuration for D2D communication.

Proposal 7: RAN2 should coordinate with RAN1 to define any enhancements needed to RRC procedures, measurement types or measurement reporting methods to support resource allocation for D2D communication. 

3.3 D2D communication security context
SA1 have defined several requirements for the security of ProSe services [4] including:

· The EPS shall ensure that the confidentiality and integrity of both user data and network signaling over the ProSe Communication path and ProSe-assisted WLAN direct communication path to a level comparable with that provided by the existing 3GPP system.

· Existing 3GPP security mechanisms shall be reused whenever possible and appropriate.
· The level of security provided by the existing EPS shall not be adversely affected when ProSe is enabled.

With EPC routed communications, cryptographically separate security keys are derived for NAS (by MME/UE) and RRC plus user plane ciphering (by eNB/UE). The MME invokes the AKA procedures by requesting authentication vectors to the UE’s HE (Home environment) if no unused EPS authentication vectors have been stored. The HE sends an authentication response back to the MME that contains a fresh authentication vector, including a base-key named KASME. Thus, as a result of an AKA run, the EPC and the UE share KASME. From KASME, all other keys and parameters are derived. The KASME is never transported to an entity outside of the EPC, but KeNB and NH are transported to the eNB from the EPC when the UE transitions to ECM-CONNECTED. Figure 7 shows a simplified diagram of security key generation for the EPC routed communication connection [8].
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Figure 7. A simplified diagram for security key derivation
Note that key generation is based on secret information that his shared a priori between the authentication center (AuC) and universal subscriber identity module (USIM). Note that the keys are generated, and verified algorithmically (using AKA). However, neither keys nor shared secret data are ever transmitted over the air interface.

For D2D communication, at a minimum new user plane encryption keys would have to be generated for the D2D communication link. Furthermore, each unicast connection between two UEs would require a different encryption key. Similarly all group members participating in a groupcast should share a simgle group encryption key. Again, with centralized connection control (section 3.1), the procedures for the derivation of other keys may not be impacted.

The challenge for D2D communication is how to generate keys at two or more different UEs, without compromising the security of the D2D communication link. By definition, one UE can not have access to another UE’s secret information. Furthermore, secure encryption keys for the D2D communication link, must be established prior to transmitting data on this link.

Proposal 8: RAN2 should study enhancements to existing RRC security procedures to establish appropriate user plane encryption keys for D2D communication.
3.4 Service continuity
Reference [7] described several technical challenges related to service continuity with D2D communication. In particular, two main challenges stand out:
a) Service Data Flow to Radio Bearer Mapping: Service Data Flows (SDF) are bound to EPS bearers with appropriate QoS, at the respective bearer end points (P-GW or UE). This is achieved by using Traffic Flow Templates (TFT). However, EPS bearers (and hence Radio bearers) multiplex together multiple SDFs with similar QoS. Therefore the decision to select the communication path (D2D or EPC) must be made at the level of the SDF, and not at the level of radio bearer. On the other, the RAN (and hence RRC) currently only have visibility of radio bearers, and not SDFs. The mapping of SDF to EPC bearer is managed via NAS, which is transparent to the RAN. Therefore, RRC currently has no mechanism to switch the path of an individual SDF from the D2D path to the EPC routed path, or vice versa.
b) Selection of Communication Path for User Plane data: SA1 defined the requirements for communication path selection is influenced by a number of criteria, to include [4]:
-
System-specific conditions: backhaul link, supporting links or core node (EPC) performance;

-
Cell-specific conditions: cell loading;

-
ProSe Communication and infrastructure path conditions: communication range, channel conditions and achievable QoS;

-
Service-type conditions: APN, service discriminator.

A key objective of the communication path selection is to optimize the utilization of air interface resources, and manage interference, as the air interface resources tend to be the most expensive network resource. Furthermore, the management of air interface resources and QoS, cell loading, channel condition assessment, and interference management, all fall within the context of radio resource management, and hence are the responsibility of the RAN (eNB). Thus, the selection of the communication path for the user plane should be managed by the RAN. But as the RAN currently has no visibility of data flows at the SDF level, it would be difficult to assess the impact of a decision to switch the data path of a particular IP flow, for most of the criteria defined by SA1.
Given the challenges of the current system architecture, it is apparent that effective management and implementation of service continuity may require enhancements to RRC, and possibly other interfaces. This may include new measurement types and reporting methods to assess the quality of the direct path, enhancing bearer management procedures (S1), as well as cross layer collaboration between RRC and NAS.
Proposal 9: RAN2 should study effective mechanisms to enable data path selection and service continuity between D2D and EPC routed data paths. RAN2 should coordinate with RAN3 and SA2 to define potential enhancements to bearer mapping procedures and cross layer information exchange to support these solutions for service continuity. 
4 Conclusion

Our proposals are listed below:
Proposal 1: The in-network-coverage D2D communication scenario is the baseline scenario for RAN2’s design.
Proposal 2: For the in-network-coverage scenario, the eNB will provide connection management including radio resource allocation for D2D communication, as well as serve as the source of synchronization reference for the D2D transmitting UE and D2D receiving UEs.

Proposal 3: The NAS layer of a public safety UE should be enhanced to support out-of-coverage D2D operation without connectivity to the EPC. The specific enhancements to the public safety NAS layer are FFS, and may be outside of the scope of RAN2.
Proposal 4: RAN2 should study RRC and L2 protocol stack impacts of D2D resource allocation and synchronization, for unicast D2D communications, groupcast D2D communications, and broadcast D2D communications, for each of following scenarios: in-network coverage, out-of-network coverage, and partial network coverage..
Proposal 5: The UE shall maintain a single instance of RRC to provide connection control for the data plane, regardless of the number and type of data plane connections: EPC routed, unicast D2D, groupcast D2D or broadcast D2D.

Proposal 6: RAN2 should study enhancements to existing RRC procedures and the need for new measurement types and reporting methods to support D2D connection setup, teardown and maintenance. 
Proposal 7: RAN2 should coordinate with RAN1 to define any enhancements needed to RRC procedures, measurement types or measurement reporting methods to support resource allocation for D2D communication.

Proposal 8: RAN2 should study enhancements to existing RRC security procedures to establish appropriate user plane encryption keys for D2D communication
Proposal 9: RAN2 should study effective mechanisms to enable data path selection and service continuity between D2D and EPC routed data paths. RAN2 should coordinate with RAN3 and SA2 to define potential enhancements to bearer mapping procedures and cross layer information exchange to support these solutions for service continuity.
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