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1 Introduction
In R2-132713 we made a general comparison of UP architectures from the system point of view. We made the conclusion that from system point of view, all types of backhauls need to be supported and thus RAN2 should focus on alternative 1A. It can be expected that intra-bearer solutions (Option 3) come with increased complexity in the UE and the network side. Introducing such complexity should be well justified.

However, if RAN2 still decides to keep intra-bearer split solutions on the table, this paper present a comparison of the alternatives.  

2 Discussion
2.1 Introduction of the alternatives

Intra-bearer solutions (3A, 3C and 3D) are depicted in Figure 1. 

	Alt. 3A


[image: image1.emf]MeNB

PDCP

RLC

SeNB

PDCP

RLC

MAC

S1

Xn

PDCP

RLC

MAC


	Alt. 3C
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	Alt. 3D
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In short, the discussed alternatives are:

· 3A: Traffic of one EPS bearer is split between MeNB and the SeNB above of the PDCP layer.

· 3C: Traffic of one EPS bearer is split between MeNB and the SeNB above of the RLC layer so that there are separate and independent RLC entities for the MeNB and the SeNB both in the network side and the UE side.

· 3D: Traffic of one EPS bearer is split in the RLC so that functionalities of the RLC layer are split between the MeNB and the SeNB. MeNB builds RLC PDUs which are forwarded to the SeNB. The SeNB resegments the PDUs to fit to the transport block sizes provided by the physical layer. 

2.2 Impact of the backhaul for architecture selection
Influence of Xn interface properties of Xn (delay, packet loss) could be taken into account for basic L2 protocol design. In RAN2#82 meeting, the following assumptions were made:

· Packet loss on the interface between MeNB and SeNB is rare if the Xn is not the bottleneck.
· RAN2 assumes that there is a risk that Xn delivers packets in the wrong order. (to be verified with RAN3)
However, without confirmation from RAN3, these are only assumptions. We assume that opposite approach is also possible where the Xn-UP protocol design is selected based on L2 protocol design:

-
Xn-UP could implement re-ordering where at least sequence numbers could be attached to Xn-UP packets. We note that GTP-U supports sequence numbering. The receiving eNB could perform re-ordering.

-
Xn-UP could allow selective re-transmission. However, we assume that intra bearer user plane aggregation is only feasible for well dimensioned deployments where backhaul is not the bottleneck. Thus, the probability of packet loss is sufficiently low and retransmissions are not needed. 

2.3 Reordering and duplicate detection functionality

As the user plane packets from a single EPS bearer may traverse over different paths to the receiver, these needs to be reordered. In current LTE architecture, reordering occurs either in the PDCP layer (HO and re-establishment) or in the RLC layer (normal operation). The length of RLC reordering timers depends on maximum number of HARQ retransmissions in the MAC layer and other parameters. 

Considering reordering and duplicate detection functionality:

1. In Alternative 3A, reordering and duplicate detection occurs on top of PDCP layer. This implies that new functionality needs to be standardized and implemented together with sequence numbers etc.

2. In Alternative 3C, reordering and duplicate detection occurs in the PDCP layer. This implies that current PDCP reordering and duplicate detection functionally can be reused and but applied in the new scenario. 

3. In Alternative 3D, reordering and duplicate detection occurs in the RLC layer. This implies that current RLC reordering and duplicate detection functionally can be reused. The current t-reordering in RLC is optimized for HARQ and it might be difficult compensate for varying backhaul and scheduling delays
As a conclusion, we see that from reordering and duplicate detection point of view, 3C and 3D has clear advantage over 3A.

Proposal 1 Because existing reordering and duplicate detection functionalities cannot be used with UP Alternative 3A, this solution should be down prioritized.
2.4  Need of ARQ over the backhaul

The main difference between 3A/3C and 3D is that in 3D, there is an RLC ARQ over the backhaul. This means that if some packet is lost on Xn, it can be retransmitted over Xn.  This feature can be beneficial if there are packet losses in the backhaul that are e.g. due to physical characteristics of the backhaul. As discussed in Section 2.1., RAN2 agreed that packet losses in the backhaul are rare if there is no congestion. 

On the other hand, we assume that the backhaul should be well dimensioned for Option 3 alternatives to get any gain of that option. Thus it can be assumed that congestion related losses are not so common either. If there are losses, the losses are seen as the decreased TCP congestion window and reduced data rate. However, this should not be so common case. 
Observation 1 As it can be expected that the packet losses in the backhaul are rare (or can be fixed by the Xn protocol), ARQ over the backhaul is not essential
2.5 Need of flow control

When initial comparison of UP alternatives was made, it was noted that Option 3 architectures need some kind of flow control.  This flow control entity should try to balance the traffic share between the SeNB and the MeNB and make sure that there are packets available for transmission in both ends. On the other hand, flow control should ensure that buffer sizes do not increase too much, especially in the SeNB. 

Flow control could be based on frequent feedback from the receiving peer of each leg. E.g. in DL, the MeNB could reduce forwarding traffic towards the SeNB once the SeNB provides a respective indication. Otherwise there is risk that traffic accumulates to some entity such as the SeNB. Increased buffer sizes are results of changes in the data rate provided by the SeNB which depends on the load situation of the SeNB and  the radio conditions of the UE. 
If no measures are taken during high load situations and the buffers are long, the entity aggregating the traffic from various legs would need to apply massive re-ordering. The end-to-end RTT as seen from the TCP layer increases substantially due to this. Increased TCP RTT directly impacts the bitrate seen by the end user as the bitrate is the function of the bottleneck link rate and TCP RTT. 

In general, implementing an efficient flow control over the backhaul having a long delay is challenging and introduces significant signalling overhead. Push back flow control is also difficult to configure since it competes with TCP’s congestion control. Furthermore, if flow control is combined within the ARQ loop of the RLC, as would be case with Architecture 3D, situation comes even more challenging.  For example, flow control increases the RTT which makes RLC ARQ configuration and operation difficult.  
Observation 2 Architecture having flow control within the ARQ loop of RLC is difficult to configure and control.
Based on Observation 1 and 2, we make the following proposal:
Proposal 2 There are no gains of Architecture 3D over Architecture 3C and thus it should be down prioritized because of it adds complexity. 
It should be also noted that given the fact that there is one additional node (SeNB) and a backhaul having certain latency, an additional amount of overall buffer space needs to be provided by the system. To which extent this translates to increased buffer-requirements at individual nodes (UE, SeNB, MeNB) needs to be discussed. It is assumed that current L2 buffer requirements are not sufficient.

3 
Conclusions
This paper discussed properties of the intra-bearer UP alternatives. 
With respect to Architectures 3A, we made the following proposal:
Proposal 3 Because existing reordering functionalities cannot be used with UP Alternative 3A, this solution should be down prioritized.
With respect to Architectures 3C and 3D, we made following observations:

Observation 3 As it can be expected that the packet losses in the backhaul are rare (or can be fixed by the Xn protocol), ARQ over the backhaul is not essential
Observation 4 Architecture having flow control within the ARQ loop of RLC is difficult to configure and control.
Based on these observations, we made the following proposal:

Proposal 4 There are no gains of Architecture 3D over Architecture 3C and thus it should be down prioritized because of it adds complexity.
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