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1
Introduction
In the current paging algorithm, the paging frames are uniformly distributed over the DRX cycle. Although this mechanism works well when the DRX cycle is relatively small, it may be inconvenient in some cases when the configured DRX cycle is considerably large in the extended DRX.  
In this contribution, we discuss a potential issue in paging when the DRX period is very long.

Although there is currently no consensus in terms of how we implement extended DRX, we assume here that:
· A very long SFN sequence (enough to accommodate the very long DRX operation) is available.

· The current paging scheme is applied in the very long DRX operation. 
2
Discussion
It is desirable that some MTC applications such as metering are operated with the centralized entity, and low latency response is of concern [1]: 
Metering devices are typically monitored and controlled by a centralized entity outside or inside the network operator system. Due to the need for centralized control, the centralized entity will inform or poll the metering device when it needs measurement information rather than the metering device autonomously sending measurements. Depending on the nature of the metering application, low latency responses are sometimes required (metering for high pressure pipelines for example). To accomplish this, the centralized entity will need to inform the metering device when it needs a measurement. 
In another case, devices should be able to receive or send data at pre-defined time periods

Time Controlled MTC Devices which send or receive data only at certain pre-defined periods may be operated in one or more modes that minimize power consumption.

To inform/poll the devices from the centralized entity, paging needs to be employed as it works with the DRX operation in the idle mode. However, in the current idle mode specification [3], since the paging frames are determined by the following equation, a large latency response can result when the DRX cycle is very large.
The paging frame is determined when:
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T = DRX cycle length in radio frame,
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UE_ID = IMSI mod 1024.

For example, when we have T = 256, nB = T/4, and UE_ID = 0, the corresponding paging frames are determined as 0, 256, 512, and 768. In Fig. 1, some paging frames are shown, with regard to different UE_ID in a DRX cycle (SFN: 0 - 255). The position of the paging frame is spread out over the DRX cycle, and the paging frame appears at the interval of T.
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Figure 1 Distribution of paging frame.
In the long DRX operation, it is anticipated that the current paging mechanism may be an issue because the paging frame appears virtually at a random position over the DRX cycle depending on the IMSI. This can result in an unacceptably large delay for the centralized system that requires a low latency response, or it will require that a system that needs to poll devices at certain time intervals may need to take a long time to complete polling (for example the system would need to poll devices configured with a 30 second DRX over 30 seconds, rather than once every 30 seconds for a short time). This may provide additional challenges to the system design and implementation, and may not sufficiently accommodate such MTC use-cases or applications.
Fig. 2 illustrates the possible paging frame positions when the configured DRX cycle is 5 minutes. When the application server needs to poll the UEs every 5 minutes from 00:00:00, and expects a response from the UEs within a certain period of time (e.g. 5 seconds), it is obvious that the responses in UE2 and UE3 should be considerably reduced. 
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Figure 2 Anticipated paging frame positions with current paging mapping scheme.
Proposal 1: RAN2 to discuss whether the large spread of the paging frame causes any practical problems in the idle-mode extended DRX.

One way to improve the latency, and the time needed to complete polling of long DRX devices, is to restrict the possible paging frame period, as shown in Fig 3. In this implementation, the network configures the paging frame within a relatively small timing window (in this example, 2.56 s) so that all the paging frames are confined within a specific time period. Thus, the achievable paging frame spread can be less than 2.56 s from the designated paging timing even if the DRX cycle is configured much longer. In the restricted paging period, the current paging mechanism which calculates paging frames and subframes positions based on IMSI and maximum legacy DRX length can be applied to determine the paging frame, to ensure the paging capacity, rather than using the extended DRX length to spread over the entire DRX period. 
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Figure 3 Paging frame mapping scheme that reduces response delay.
Proposal 2: RAN2 to consider restricting the spread of paging occasions calculation for long DRX devices to within a shorter window equivalent to that used by legacy devices.

3. 
Conclusions
In this contribution, we discussed a potential issue with the idle-mode extended DRX operation. 
Proposal 1: RAN2 to discuss whether the large spread of the paging frame causes any practical problems in the idle-mode extended DRX.
Proposal 2: RAN2 to consider restricting the spread of paging occasions calculation for long DRX devices to within a shorter window equivalent to that used by legacy devices.
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