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1 Introduction
This contribution provides an analysis on the following three architectures as part of SCE protocol architecture discussed in TR 36.842 draft [1]. Where, comparative points of view are network and air interfaces, control and data overload and support of legacy UE, mobility robustness, etc.
· Type I. Traffic Routing via direct CN 
· Type II-A. Traffic Routing via master eNB (non-bearer split)
· Type II-B. Traffic Routing via master eNB (bearer split)

Based on the analysis of this contribution, we would like to offer a view on SCE design goal and solution direction.
2 Discussion
Figure 1 and Figure 2 are drawn to ease trade-off between benefits and drawbacks on three architectures. Figure 1 (Type I: traffic routing via direct CN) means that the user plane interface of SeNB has direct connection with GW. Figure 2 (Type II: traffic routing via MeNB) means that the user plane interface of SeNB has indirect connection with GW via MeNB, and Type II is divided into two architectures: one is Type II-A (non-bearer split) and another is Type II-B (bearer split). 
In Figure 1 and Figure 2, we assume that default E-RAB0 (DRB 1) of UE is always connected only with MeNB, hence E-RAB0 has the same air and network interfaces (e.g. Uu, S1) as the existing. On the contrary, we assume that E-RAB1 (DRB 2) is associated with SeNB. Air and network interfaces related to E-RAB1 (DRB 2) are the criteria to discriminate three architectures (Type I, Type II-A, Type II-B).

Also, we assume that the termination point of Figure 2 is PDCP, although RAN2 is still undecided between PDCP and RLC, because impacts due to the introduction of SCE architecture will be minimized throughout the succession of heritage in current standard. The first reason for such a decision could be based on the management of non-transmitted packets for lossless handover in current standard. Re-transmission mechanism about these non-transmitted packets according to cell change is possible through the cooperation among protocols (RRC and X2AP (or S1AP), PDCP, GTP-U), where the important implications are that the real object of data forwarding is a payload of each PDCP PDU and target PDCP status shall be kept the equate to source PDCP status. As the second reason for such decision, PDCP entity for MBMS exists in UPE, not in eNB. These views of 3GPP have been decided in numerous discussions.
In case of Type II-B (traffic routing via MeNB - bearer split), signalling and data overhead exist for double setup (PHY/MAC/RLC at MeNB as well as SeNB A in Figure 2 (b)). But it can provide substantial flexibility such as Figure 3. 
In Figure 3 (a), the same PDCP PDUs are transmitted via two paths (one is MeNB and another is SeNB A), and UE’s PDCP perform the (re-)ordering in the order of arrival irrespective of two paths and then sends the ordered packets for upper layer. The data transmission method such as Figure 3 (a) (so-called bi-casting) will guarantee more stable data transmission in comparison with only one air link and no packet forwarding is performed between MeNB and SeNB or among SeNBs in case of small cell change. 
In Figure 3 (b), data transmission is performed only through one of two paths and this selection may be changed by MeNB’s RRM. 
Figure 3 (c) shows the special packet handling according to small cell change at MeNB. At first, data transmission is performed via SeNB A and it is performed via MeNB during cell change from SeNB A to SeNB B and it is performed via SeNB B after completing the change of small cell.
Table 1 shows trade-off among Type I, Type II-A and Type II-B from E-RAB 1 of view in Figure 1 and Figure 2.
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Figure 1.   Traffic Routing via direct CN (Type I)
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(a) Non-bearer split (Type II-A)                                             (b) bearer split (Type II-B)
Figure 2.   Traffic Routing via master eNB (Type II)
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(a) Bi-casting at MeNB                                                  (b)  Packet Switching between MeNB and SeNB at MeNB
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(c)  Packet Handling according to small cell change at MeNB
Figure 3.   Data handling in Type II-B

Table 1. Comparison on three SCE Architecture Types
	Viewpoint
	Sub-viewpoint
	Type I
	Type II-A
	Type II-B

	Interface
	Control Network Interface
(MeNB-SeNB) 
	new Xn-C 
	new Xn-C
	new Xn-C 

(including the support of bearer split)

	
	Data Network Interface
(SeNB – CN or M(eNB)) 
	N/A

(the use of the existing S1-U(i.e. GTP-U))
	new Xn-U 

(GTP-U-based extension or others(e.g. GRE, FP))
	new Xn-U 

(GTP-U-based extension or others(e.g. GRE, FP)))

	
	Radio Interface
(UE –M or S(eNB))
	RRC extension or change for dual connectivity
	RRC extension or change for dual connectivity
	RRC extension or change for dual connectivity and bearer split

	Signalling
	Initial setup of E-RAB1 
(in Figure 1 and Figure 2)
	No difference

(the use of  S1-C as well as Xn-C)
	No difference

(the use of  S1-C as well as Xn-C)
	No difference 

(the use of  S1-C as well as Xn-C)
But, very little signalling overhead due to two RLC/MAC/PHY setup exists

	
	the path(s) setup for non-transmitted packet forwarding according to the change of serving cell related to E-RAB1 (MeNB to SeNB or SeNB to MeNB)
	High

(S1-U path handling via  the usage of the existing S1-C/GTP-C as well as new Xn-C)
	Medium

(Xn-U path handling via the usage of Xn-C)
.No S1-C signalling

.No GTP-C Signalling
	N/A
(the reuse of the existing Xn-U path for bearer split)
.No Xn-C Signalling

.No S1-C signalling

.No GTP-C Signalling

	Data
	Traffic throughput over initial setup path of E-RAB1 

(in Figure 1 and Figure 2)
	Low
(GW-SeNB-UE)
	Medium
(GW-MeNB-SeNB-UE)
	High 
(GW-MeNB-SeNB-UE)
or

(GW-MeNB-UE)
(Compared to Type II-A, traffic processing overhead due to switching/bi-casting may exists)

	
	Handling load of non-transmitted packet  forwarding according to the change of serving cell related to E-RAB1 (MeNB to SeNB or SeNB to MeNB)
	Impacts up to CN

No impacts to MeNB
	Impacts limited to MeNB
No impacts to CN
	Impacts limited to MeNB
No impacts to CN

	
	QoS Mapping 

& Guarantee
	Ordinary (the same with the existing)
GW- SeNB - UE
	A little complex (the addition of new Xn-U interval)
GW – MeNB - SeNB – UE

	Very complex (the addition of new Xn-U interval and the support of switching/bi-casting)
GW - MeNB - (SeNB – UE or other SeNB - UE or MeNB - UE)

	SCE Scenarios
[1]
	Scenario #1
(intra-freq. M and S(eNB))
	Support
	Support
	Support

	
	Scenario #2
(inter-freq. M and S(eNB))
	Support
	Support
	Support

	
	Scenario #3
(standalone S(eNB))
	Not considered
	Not considered
	Not considered

	Mobility Robustness
	-
	-
	may be helpful
(Refer to Figure 3 (c) )


3 Conclusions
We hope that RAN2 and RAN3 draw a consensus on interface and architecture based on the following observations with Table 1.
Observation 1: Type I (Traffic Routing via direct CN) is the architecture to minimize the impacts on the existing standard. But signalling overhead to manage the paths for non-transmitted packet forwarding may occur and data overhead to process them is centralized in CN. The increase of small cell must follow the powerful performance of CN.
Observation 2: Additional interfaces such as Xn-U may be needed in Type II (Traffic Routing via Master eNB) and data overhead to deliver normal packet as well as non-transmitted packets may occur. But data overload related to non-transmitted packets is performed only in MeNB and the existing interfaces (e.g. S1-C, S1-U) shall be not changed. In addition, signalling overhead for packet forwarding may exist in Type II-A while it may be not exist in Type II-B.
Observation 3: Signalling and data overhead due to bearer split may be increased in Type II-B compared with Type II-A. But the flexibility such as Figure 3 can make a profit on more stable data transmission, fast and robust cell change and the management of non-transmitted packet, etc.
Proposal 1: We propose that the skeleton and partial contents of Table 1 will be captured in TR 36.842 draft.
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