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1 Introduction

As shown below, there are 7 architecture options currently on the table. The aim of the contribution is to see whether bearer split option provide considerable gain in terms of throughput. There would be no big difference within each group, we pick 3A and 2A and simulate them.
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2 Simulation Assumptions
Detailed simulation scenario and configurations can be found in the annex. In simulation, backhaul delay, inter-cell interference (only for macro), PDCP re-ordering mechanism are all considered.
3 Performance evaluation
3.1 Simulation cases
 Simulation takes two main aspects into account: macro load and bearer split ratio.
Macro load aspect

· Lighter loaded macro eNB (IP flow takes about 60% resources)
· Heavier loaded macro eNB (IP flow takes about 80% resources)
Bearer split ratio aspect
· Case1: Macro only (no inter-eNB CA)
· Case2: No bearer split, 2A (all data forwarded to pico)
· Bearer split, 3A (parts of data forwarded to pico)
· Case3: data go through macro cell : data go through small cell = 1:4
· Case4: data go through macro cell : data go through small cell = 1:6
· Case5: data go through macro cell : data go through small cell = 1:9
· Case6: data go through macro cell : data go through small cell = 1:19
· Case7: data go through macro cell : data go through small cell = 1:99
3.2 Simulation results
Simulation Results regarding throughput

Simulation results on UE throughput in Mbps are given in table 1 and 2, more results figure can be found in annex. It is the downloading time and average throughput for downloading 1000 MByte file.
· Scenario 1: Lighter loaded macro (e.g. macro resource usage ratio is almost 60% )
	
	
	Downloading time 
(s) 
	Average throughput 
(Mbit/s) 
	Note 

	
	Case1
	1090.1
	7.3388
	Macro only

	2A
	Case2
	206.0
	38.8349
	No bearer split

	3A
	Case3
	388.6
	20.5867
	Bearer split (1:4)

	
	Case4
	294.8
	27.1370
	Bearer split (1:6)

	
	Case5
	296.8
	26.9542
	Bearer split (1:9)

	
	Case6
	214.4
	37.3134
	Bearer split (1:19)

	
	Case7
	209.8
	38.1316
	Bearer split (1:99)


· Scenario 2: Heavier loaded macro (e.g. macro resource usage ratio is around 80% )
	
	
	Downloading time 
(s) 
	Average throughput 

(Mbit/s) 
	Note 

	
	Case1
	1180.8
	6.7751
	Macro only

	2A
	Case2
	206.2
	38.7973
	No bearer split

	3A
	Case3
	431.8
	18.5271
	Bearer split (1:4)

	
	Case4
	336.3
	23.7883
	Bearer split (1:6)

	
	Case5
	315.7
	25.3405
	Bearer split (1:9)

	
	Case6
	220.2
	36.3306
	Bearer split (1:19)

	
	Case7
	218.2
	36.6636
	Bearer split (1:99)


A bit counterintuitively, the results show that non-bearer split has better performance than bearer split. There may be number of reasons for poor bearer split performance.

· The additional throughput provided by the macro cell would be considerably lower than that by the small cell
· Data through macro suffer higher packet loss probability than pico.
· Performance degradation due to reordering of streams having different RTTs.
· Imperfect load balancing; offloading ratio is fixed to a certain value. To get the maximum throughput, the distribution should be performed perfectly in accordance with the current channel condition and load, which may not be easy. 
But we still need to note, when macro cell experiences a better channel quality or lighter load, bearer split may have a better performance, because the impact from the first three bullets would be reduced. 
4 Conclusion
Main point we like to highlight here is that achieving better performance with bearer-split is not easy. The offloading/distribution mechanism needs to be well designed with both cells rather lightly loaded. This aspect should be noted when RAN2 discusses down-selection of architecture options.
Annex. Simulation Details

Basic assumptions: 
· Topology: 7 macros, with one pico in center interested cell, 6 outer-loop cells for generate interference to center macro eNB, totally 3 UEs in cell, 1 ue close to pico eNB for inter-eNB CA.
· Application: 
· App Server uses simple IP flow traffic, just for adding cell traffic load

· File downloading Server uses FTP traffic, for inter-eNB CA UE (1GByte file)
· Delay: bearer split (set Latency1+2+3 = 50ms, Latency4 = 10ms), as following figure.
· Simulation time: 30min.
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Backhaul delay: 
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Latency1+2+3 = 50ms, Latency4 = 10ms
PDCP re-ordering: 
· UE PDCP re-ordering as following
· PDCP PDU [n+1], [n+4], [n+7], [n+10] are transmitted from macro

· Other PDUs are transmitted from pico 

· [n+4] are delayed due to ARQ recovery

· [n] ~ [n+3] are forwarded to TCP layer 

· Until [n+4] are recovered, [n+5] ~ [n+12] are stored in the PDCP buffer

· Only after [n+4] are recovered, [n+5] ~ [n+12] are forwarded to TCP layer 
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Simulation Parameters: 
	Items 
	Macro cell 
	Pico cell

	ISD of Macro
	500m
	

	Distance-dependent path loss 
	128.1 + 37.6log10(R)
	140.7 + 36.7log10(R)

	Number of cells
	7 (center one as interesting cell)
	1 (in center cell)

	BS Antenna gain including Cable loss 
	15dB
	5dB

	MS Antenna gain 
	0 dBi
	0 dBi

	Antenna pattern
	Omni
	Omni

	Carrier Frequency / Bandwidth 
	2.0Ghz/ 10Mhz 
	3.5Ghz/ 10Mhz 

	BS Total TX power 
	46 dBm 
	30dBm 

	Antenna configuration
	1x1
	1x1

	UE Number
	See detail from Topology description above


Simulation results figure: 

As the following, the two figures show the time-average throughput in UE side, in Byte/sec. Note that a time average throughput statistic taking the first 100s network preparation time and 100s application preparation time into account is presented in the discussion section. 
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Scenario 1: Lighter loaded macro (e.g. macro resource usage ratio is almost 60% )
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Scenario 2: Heavier loaded macro (e.g. macro resource usage ratio is almost 80% )
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