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1 Introduction
Since RAN2#82 meeting many evaluation details have been provided for variable U-plane architecture options [1] (details can also be found in the Appendix). But with respect to the congestion issue at end to end path and the necessity of the flow control mechanism, a further discuss is needed in RAN2. Thus this contribution focuses on the analysis of the necessity of the flow control mechanism for different U-plane architecture options. 
2 Discussion
Two possible bottleneck links should be taken into account when evaluating whether or not flow control mechanism need to be introduced over Xn interface. One is Xn interface between Macro Cell and Small Cell, and another is Uu interface of Small cell.
Considering the link between MeNB and SeNB, it is assumed that TNL network has been planned well by operators and the capacity of Xn interface is better than Uu interface to support hotspot coverage. Then the possibility of the occurrence of congestion-related packet loss is very low. 
Observation 1: The possibility of the occurrence of congestion-related packet loss between MeNB and SeNB Macro is very low.

Furthermore, various service applications with different QoS requirement need to be analyzed. For instance with GBR service bearer, like VoIP with fixed rate, due to the strict access control, the quality of service can be ensured. In this case, the impact of bottleneck link between Macro cell and Small cell or over Uu interface of Small cell should be negligible.

Another application is Non-GBR service, i.e. mostly referred to TCP-based application, which is the major factor causing congestion related packet loss. Firstly considering U-plane architecture option 2, if accidently packet loss occurs at the link between Macro cell and Small cell, based on current PDCP handling mechanism, the PDCP reception gap at UE side can be ignored and all remaining PDCP PDUs can be in sequence submitted to upper layer application. And then TCP’s retransmission mechanism can recover the reception gap well. 
Observation 2: The current PDCP mechanism can ignore the PDCP reception gap caused by the packet loss over Xn and TCP mechanism can recover the reception gap well.

Additionally the congestion issue of Uu interface is further analyzed based on 2C architecture option from TR 36.842 [1]. Since RLC/MAC entities are located at Small Cell, also RLC/MAC layers are closely related with channel condition and the actual transmission speed can be determined based on the status of buffer, it seems sensible that all packets are buffered in small cell for 2C option. In this case if congestion occurs in air-interface, some packets will be delayed and discarded (timer-based) in small cell. But as analysis above, likewise the current PDCP mechanism and TCP’s flow control mechanism can solve the issue well. 
On the other hand, for 2C option, since PDCP is located at Macro cell, if bulk discarding or bulk loss happens, there is a risk of HFN mismatch problem although it may be rare [2]. But this problem can be solved by some enhancement for current PDCP handling mechanism instead of a new flow control mechanism. As for a new flow control mechanism, its dominant advantage may be saving the bandwidth of Xn when congestion happens. But apparently the gain is not so important if considering the assumption of Xn better than Uu. So for Option 2, there is no need to define a new flow control mechanism between MeNB and SeNB.
Observation 3: For U-plane architecture option 2, the impact of bottleneck link between Macro cell and Small cell or over Uu interface of Small cell is recoverable and there is no need to define a new flow control mechanism.

Secondly for U-plane architecture option 3, taking 3C for example, normally all packets arriving at UE side are out of sequence since the data flow for same RAB bearer will be split to two different nodes at PDCP layer. So the current PDCP reordering mechanism [3] can be adopted to assure the PDCP PDUs from different nodes to be in sequence submitted to the application layer. However, this kind of process mechanism cannot handle a reception gap well in the sense that the PDCP transmission may go into a stall if accidently packet loss occurs at the link between Macro Cell and Small cell or over Uu interface. Thus a new reception gap enhancement mechanism need to be introduced to make the PDCP function at UE side more complete. Then the new reception gap enhancement mechanism plus TCP’s retransmission/flow control mechanism can solve the congestion issue well at the link between Macro cell and Small cell or over Uu interface of Small cell. 
Observation 4: For U-plane architecture option 3, a reception gap enhancement mechanism rationally designed may deal with well the congestion issue at the link between Macro cell and Small cell or over Uu interface of Small cell.
According to some evaluation results in RAN2#82bis, the bearer split technique may be beneficial in per E-RAB throughput aspect. According to TR36.842, “at very high load the user data rate performance with and without inter-node radio resource aggregation is almost the same”. This means that Option 3 will be most likely not to be used at high traffic load. Then upon the congestion issue over air-interface (at high traffic load), it is hardly possible that Option 3 will be applied. Thus a new flow control mechanism is also not necessarily needed for Option 3. 
Observation 5: The U-plane architecture option 3 is hardly used at high traffic load case which causes the congestion issue.
Furthermore, for option 3 as all PDCP PDUs split to a small cell are buffered in the small cell. If congestion occurs only in the small cell but macro cell is at low load, it means that the small cell has become overloaded. . In this case with current “dynamic load balancing” mechanism, such congestion issue can be resolved without introducing new flow control function. 
Observation 6: For U-plane architecture option 3, the congestion issue over air-interface can be eliminated by dynamic load balancing between Macro cell and Small cell.

3 Conclusion
According to the analysis in section 2, the proposals are given as below.
Observation 1: The possibility of the occurrence of congestion-related packet loss between MeNB and SeNB Macro is very low.
Observation 2: The current PDCP mechanism can ignore the PDCP reception gap caused by the packet loss over Xn and TCP mechanism can recover the reception gap well.
Observation 3: For U-plane architecture option 2, the impact of bottleneck link between Macro cell and Small cell or over Uu interface of Small cell is recoverable and there is no need to define a new flow control mechanism.
Observation 4: For U-plane architecture option 3, a reception gap enhancement mechanism rationally designed may deal with well the congestion issue at the link between Macro cell and Small cell or over Uu interface of Small cell.
Observation 5: The U-plane architecture option 3 is hardly used at high traffic load case which causes the congestion issue.
Observation 6: For U-plane architecture option 3, the congestion issue over air-interface can be eliminated by dynamic load balancing between Macro cell and Small cell.

Proposal:  Flow control mechanism is not needed for U-plane architecture option 2 or 3.
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5 Appendix

The following descriptions and diagrams for U-plane architecture are extracted from [1]:
-
Option 1: S1-U also terminates in SeNB;

-
Option 2: S1-U terminates in MeNB, no bearer split in RAN;

-
Option 3: S1-U terminates in MeNB, bearer split in RAN.
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