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In RAN2#82 meeting, the following three options for splitting the U-Plane data between a macro-cell eNB (MeNB) and a small cell eNB (SeNB) were discussed for dual connectivity:
· Option 1: S1-U also terminates in SeNB;
· Option 2: S1-U terminates in MeNB, no bearer split in RAN;
· Option 3: S1-U terminates in MeNB, bearer split in RAN.
For   options 2 and 3 above, four protocol stack alternatives were further identified as follows
A. Independent PDCPs in SeNB
B. Master-Slave PDCPs:
C. Independent RLCs:
D. Master-Slave RLCs
The pros and cons of each option have been discussed and captured in the TR [1].  In this meeting, the option of traffic routing through either the CN (option 1) or the MeNB (options 2 &3) will be further discussed in a joint RAN2 and RAN3 session.  In this contribution, some further considerations for alternatives 2B/2C/2D and 3B/3C/3D are discussed, assuming that routing through MeNB can be supported.  
Discussions
For protocol stack alternative 2C/3C [1], an independent RLC would be implemented in the SeNB while PDCP would stay in the MeNB. The tight interaction between the two sub-layers would be hard to maintain over the backhaul interface with large latencies. In our view, the PDCP and RLC interface should be maintained in either the MeNB or the SeNB.   When the interface is kept in the SeNB, part of the PDCP layer may be implemented in the SeNB, which would correspond to the case of alternative 2B/3B. On the other hand, when the interface is kept in the MeNB, part of the RLC layer may be implemented in the MeNB, which would correspond to the case of alternative 2D/3D.  Therefore, we think that either alternative 2B/3B or alternative 2D/3D needs to be further investigated. 
Alternative 2B/3B:  Master-slave PDCP
In this option, PDCP layer is maintained in the MeNB and data are sent to the SeNB after the PDCP layer as shown in Figure 1. The scheme preserves the tighter interaction between MAC and RLC for packet segmentation/re-segmentation. The RLC PDU size information can be provided by the MAC dynamically. 
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[bookmark: _Ref363563215]Figure 1: Alternative 2B/3B
To reduce data interruption duration and prevent packet loss in case of SeNB switching or handover, the PDCP layer in the MeNB needs to buffer PDCP SDUs until they are successfully delivered by the RLC in the SeNB or discard timer expires. This would allow undelivered PDCP SDUs (mapped to RLC AM mode) to be retransmitted in the target SeNB after SeNB switch or forwarded to a new MeNB in case of handover. This would require an indication from the SeNB regarding successful packet delivery.  To avoid RLC layer changes and to reduce excessive backhaul signaling, a dummy or slave PDCP may be implemented in the SeNB as shown in Figure 2.  Instead of sending a PDCP PDU delivery indication from the RLC of the SeNB to the PDCP layer of the MeNB directly over the backhaul interface (which would be the case in alternative 2C/3C), a PDCP PDU buffer and the associated buffer manager may be implemented in the SeNB.  The PDCP PDU buffer manager can act as the interface to the RLC and receives indications of successful PDCP PDU delivery from the RLC layer and keeps a record of a set of PDCP PDUs that have been successfully delivered as indicated by RLC layer as well as another set of PDCP PDUs that have not been acknowledged by the RLC layer

The new PDCP PDU buffer and the corresponding management function introduced in the SeNB can be considered as a “slave PDCP” or a “dummy PDCP”.   The slave PDCP would be transparent to the UE. 
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[bookmark: _Ref362765355]Figure 2: Slave PDCP in SeNB for alternative 2B 

The SeNB would send a PDCP status report to the MeNB over the Xn for each offloaded bearer mapped to AM RLC. The report may include a bitmap shown the successfully/unsuccessfully delivered PDCP PDUs of consecutive SNs and the SN of the PDCP PDU corresponding to the start of the bitmap 

The status report could be triggered by, for example, after a number of PDUs are delivered, expiration of a preconfigured timer, or a request from the MeNB. 

A same master-slave PDCP may also be implemented for alternative 3B as shown in Figure 3, where a “Distributor” at the PDCP layer in the MeNB may be used to distribute PDCP PDUs between the macro-cell and the small cell. The distribution decision may be based on traffic load and link condition in both cells. For example, if small cell performance deteriorates, less PDCP PDUs may be sent to the small cell.  
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Packet loss over Xn:
One issue that was discussed in the last RAN2 meeting is that whether possible packet loss over the backhaul interface should be considered and thus whether or not packet re-transmission mechanism is needed over the backhaul. This topic will be further discussed in the joint session with RAN3 in this meeting.  Generally, we think that a similar reliability may be assumed for the backhaul interface between MeNB and SeNB and that between the MeNB and the core network. Therefore, the packet loss should be very low comparing to the air interface and any packet loss should be handled by the higher layer, e.g. TCP.  There seems to be not necessary to have a re-transmission mechanism over the backhaul. 

PDCP packet re-ordering 
For alternative 2B, packet re-ordering at PDCP is not needed except during SeNB switch or handover to a new MeNB.  For alternative 3B, however, packet re-ordering at the PDCP receiving entity is needed all the time due to PDCP transmission over the two paths with different latency and independent MAC scheduling. The impact of PDCP packet re-ordering at the UE may need to be investigated.      

Changing SeNB 
Since PDCP is in the MeNB, PDCP re-establishment is not required upon switching to a new SeNB if the same ciphering key and algorithm are to be used for the new SeNB.  In case that a change of security key and algorithm is needed for the new SeNB, then a PDCP re-establishment may be required.  The RLC and MAC at the UE need to be re-established in order to communicate with the RLC and MAC in the new SeNB.  Therefore, the timers and state variables of the RLC and MAC may need to be reset.  During RLC and MAC re-establishment, PDCP packet re-ordering is needed for alternative 2B due to possible out of sequence PDCP PDUs and/or duplicated PDCP PDUs. A PDCP status report may also need to be sent to the MeNB from the UE. For alternative 3B, packet re-ordering is needed all the time.

Observations: 
· Protocol change at the UE seems to be small for alternative 2B
· For alternative 3B, packet re-ordering at PDCP is needed. The impact of the packet re-ordering on UE complexity needs to be further investigated
 Alternative 2D/3D: Master-slave RLC 
In this option, PDCP and as well as part of RLC (the master) are implemented in the MeNB and data are sent to the SeNB after the master RLC as shown in Figure 4. The scheme preserves the tighter interaction between PDCP and RLC.  Any packet loss over the backhaul interface can theoretically be taken care of by the master RLC through ARQ re-transmission.  Out of sequence packets due to re-transmission can be handled by the inherent packet re-ordering function in RLC receiving entity.  This implies that retransmission of RLC data PDUs needs to be performed by the master RLC.  However, it is unclear how to maintain the tighter MAC and RLC interaction in this case. 
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[bookmark: _Ref362862235]Figure 4: Alternative 2D/3D
A two-stage packet segmentation seems to be suggested in [1], i.e. a packet segmentation and numbering would be performed by the master RLC (mRLC) to segment a PDCP PDU into a number of RLC PDUs with a fixed size, typically based on a more conservative link estimation. When the RLC PDUs reaches the SeNB, a second stage of re-segmentation and numbering is performed by the slave RLC (sRLC). The re-segmentation would be performed according to the RLC PDU size indicated by the MAC. In this case, it seems that packet concatenation cannot be done if the PDUs size indicated by the MAC is larger than the RLC PDU received from mRLC. This is because the RLC SN has already been assigned in the master RLC, concatenation implies SN changes in the slave RLC, which could cause SN out of sync between the transmitting and receiving sides of the RLC. This could potentially cause under utilization of available radio resources. 
	
In addition, because a RLC PDU may be segmented in the sRLC in order to adapt to the available radio resources at a given subframe, it seems that the RLC re-transmission (or ARQ) needs to be implemented in the sRLC for efficient utilization of radio resources as well as reduced retransmission delay. Therefore, the RLC Status Report may need to be terminated at the sRLC so that re-transmission can be performed with possible re-segmentation.  The sRLC may relay the Status Report to the mRLC over the Xn so that the RLC SDU delivery status can be indicated to the PDCP layer by the mRLC. In addition, any lost RLC PDUs may be retransmitted by the mRLC. For this purpose, retransmission also needs to be supported in the mRLC. Since partial PDU transmission/retransmission is handled by the sRLC, the Status Report to be relayed to the mRLC may be a modified version of the original report by removing all the NACK_SN field(s) that will be retransmitted by the sRLC. In this way, any NACK_SN fields included in the Status Report relayed to the mRLC would represent the PDCP PDUs that may be lost over the backhaul interface and never received at the sRLC.  This would allow a retransmission of the lost PDUs by the mRLC.  An example of such a master-slave RLC partition for alternative 2D is shown in Figure 5. The trigger of the Status Report would be inserted by the mRLC, so the mRLC keeps a counter of the number of PDUs and/or bytes transmitted.  
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[bookmark: _Ref362876010]Figure 5:  A possible master-slave RLC implementation for alternative 2D

[bookmark: _GoBack]For alternative 3D, because RLC and MAC reside in the same eNB, there is no slave RLC needed in the MeNB. However, since there is a single RLC sublayer from a UE’s perspective, a single RLC SN space needs to be maintained for the two transmission paths (i.e. macro-cell and small cell).  Therefore, it seems that any packet segmentation in the mRLC needs to be done before the traffic distribution between the macro-cell and the small cell, i.e. RLC PDU distribution.  This would mean another slave RLC is needed in the macro-cell below the mRLC because re-segmentation is still needed in order to adapt to the actual available radio resources dictated by the MAC in MeNB.  It implies that the Status Reports have to be sent via the macro-cell, then the sRLC in the small cell would not see the reports and thus re-transmission has to be done by the mRLC, which would result in large delay due to the backhaul latency and inefficient adaptation of the available radio resources as a whole RLC PDU, not a segment, needs to be retransmitted. 

Packet re-ordering
Due to the backhaul latency and split of the RLC, a large packet re-ordering window may be needed at the RLC receiving entity. As pointed in [1], the existing SN space may need to be expanded for that purpose. The required protocol layer change could be large.

Changing SeNB 
Similar to alternative 2B/3B, PDCP or RLC re-establishment is not required upon switching to a new SeNB if the same ciphering key and algorithm are to be used for the new SeNB.   The MAC at the UE associated with the small cell need to be reset.  PDCP packet re-ordering is not needed for either 2D or 3D as the RLC would handle the packet re-ordering.

Observations:
· The existing RLC SN space may need to be expanded  for both alternatives 2D and 3D
· Low radio resource utilization efficiency and large packet delay can be expected in alternative 3D as RLC retransmission needs to be done for a whole PDU 

For all the alternatives discussed above, flow control may be required to prevent packet loss in the small cell in case of congestion.  The details are discussed in a companion contribution [2].  
Conclusions
In this contribution, alternatives 2B/3B (master-slave PDCP) and 2D/3D (master–slave RLC) identified in the last RAN2 meeting for traffic split between MeNB and SeNB are further discussed in terms of possible issues and solutions.  The following proposals can be drawn from the discussions:

· Proposal 1:  further investigate the impact of PDCP packet re-ordering under alternative 3B on UE implementation complexity 
· Proposal 2:  further investigate the RLC changes required for alternatives 2D/3D with non-ideal backhaul 
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