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1 Introduction

At RAN2#82 meeting 2 CP solution directions are put on the table. In this paper two solution directions are compared in terms of functionality, performance, complexity etc.
2 Comparison
2.1 Basic procedures to be supported 
In [1] table 1 summarizes the RRM split between MeNB and SeNB for radio bearers assigned to UE in SeNB. Based on this table there are 5 basic signaling procedures in control plane:
P1: initial setup of radio bearer in SeNB

P2: maintenance of radio bearer in SeNB
P3: release of all radio bearer(s) in SeNB

P4: moving radio bearer from SeNB back to MeNB

P5: moving radio bearer from SeNB to another SeNB 
In order to compare in terms of CP delay or UP interruption, following assumption is made:

· Typical Xn delay is A ms
· Typical Uu delay  is 29ms 

· Typical Uu delay to get uplink synchronization is 13.5ms

Assumption2 is based on the RRC delay model i.e. Figure 11.2-1 [2] assuming HARQ error rate is 0.1. Assumption3 is based on section 13.2 [3]. For data forwarding between SeNB and MeNB typical Xn delay is also applied i.e. forwarded packet will arrive at destination node after A ms.
For simplicity UP solution 1A, 2A and 3A are called UP solution XA and UP solution 1B/C/D,2B/C/D and 3B/C/D are called as XB/C/D. 

Another general assumption is no RRC diversity is assumed in this paper. So the message between MeNB or SeNB and UE is sent directly over radio interface and no further Xn delay or signaling overhead is taken into account.

And here are general Figure remark for all Figures in this paper:
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2.1.1 P1: initial setup of radio bearer in SeNB  

For solution C1, the procedure could be indicated by Figure1 below:
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Figure 1 Solution C1, initial Setup
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Figure 1a Solution C2, initial Setup
This procedure looks like an X2 handover procedure except for the fact that only part of the radio bears will be established in SeNB but not all and the RRC message is built by MeNB but not SeNB. Since SRB will be always setup between UE and MeNB, UE will only feedback this RRC Connection Reconfiguration Complete message back to MeNB while SeNB can confirm UE successful access after UE gets uplink synchronization.
For solution C2 signaling procedure is quite similar. But the RRC message is built by SeNB but not MeNB. Another difference is UE will feedback RRC Connection Reconfiguration Complete message directly to SeNB but not MeNB. This means SeNB can confirm UE’s access also in RRC layer which is more reliable. 
Compared to solution C1, solution C2 may need more information to be exchanged over Xn interface which is closely related to UP alternatives. For UP solution XA, it seems no difference because the entire radio configuration is decided by SeNB for one specific radio bearer. But for UP solution XB/C/D, then MeNB need provide partial configuration of the radio bearer to SeNB while whole radio configuration will be feedback from SeNB. In addition solution C2 also need send one message to MeNB to confirm that UE has accessed SeNB. And over Uu interface solution C2 require UE to feedback RRC Connection Reconfiguration Complete message over new established SRB in SeNB. This potentially means UE need change radio protocol stack from MeNB to SeNB where the radio configuration is completely different.
There is no difference in terms of CP delay. Because UE will access SeNB after uplink synchronization procedure so there is also no difference in terms of signaling synchronization. SeNB choose to start UP transmission and reception after UE get uplink synchronization for solution C2, there is also no difference in terms of UP delay for newly established radio bearer or UP interruption for radio bearer offloaded from MeNB because the proper time for MeNB to establish GTP tunnel for both normal DL packet or forwarded UL/DL packet is when MeNB receive SeNB Configuration ACK message in Figure 1 and Figure 1a.
For P1, solution C1 and C2 only require SeNB to provide RRC layer functionality so there is also no difference in terms of network complexity.
Observation P1: 
	P1
	Comparison summary

	Functionality
	Both feasible

	CP delay
	No difference

	CP synchronization
	No difference

	CP signaling overhead
	Solution C2 requires more signaling over Xn interface

	CP signaling reliability
	No difference

	UP delay or interruption
	No difference

	UE Complexity
	Solution C2 need change SRB when feedback RRC message

	Network Complexity
	No difference


Table P1
2.1.2   P2: maintenance of radio bearer in SeNB 
Here are the example procedures for solution C1 and C2:
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Figure 2 maintenance procedure of solution C1
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Figure 3 maintenance procedure of solution C2

Maintenance procedure refers to signaling procedure used to only update radio configuration or release part of the radio bearers in SeNB so the signaling connection between MeNB and SeNB or between UE and SeNB still exists. In case one or more DRBs is to be added or removed, then it is triggered by message 1 in Figure2 and Figure3, otherwise this message doesn’t exist.
Compared to solution C1, C2 can have one less message over Xn interface because MeNB also need know what is changed for RBs in SeNB for further operation. But it could be done after Uu procedure. 
Solution C2 clearly requires 2 less messages over Xn interface i.e. 2A ms are saved before implementing new configuration . This means solution C2 can update radio configuration quicker. And more important thing is C2 will also introduce less uncertainty in terms of CP synchronization because no message is delivered over Xn interface. However at RAN2#82 meeting RAN2 already confirmed that packet loss over Xn interface is rare. And RAN3 also indicated in [4] that transportation over Xn interface is very reliable. So both MeNB and SeNB actually can estimate the exact signaling delay over Xn for one specific transportation media in short period. So the introduced uncertainty for CP synchronization is not significant.
When maintenance procedure is running, UE is most likely located static in small cell. So there should be no difference in terms of signaling reliability. 
Network coordination between MeNB and SeNB is anyway needed for both approaches. For UP solution XB/C/D, solution C2 requires different radio protocol stack for RRC layer which is not aligned to one of the intention of UP solution XB/C/D i.e. simplicity.
Observation P2: 
	P2
	Comparison summary

	Functionality
	Both feasible

	CP delay
	C2 require 2A ms less over Xn interface

	CP synchronization
	C2 introduce less uncertainty but not significant

	CP signaling overhead
	C2 require one less message over Xn interface

	CP signaling reliability
	No difference

	UP delay or interruption
	No difference

	UE Complexity
	C2 needs efforts to handle parallel RRC procedures 

	Network Complexity
	C2 eliminate the benefit of UP solution XB/C/D in terms of radio protocol stack


Table P2
2.1.3 P3: Release of all radio bearers in SeNB
Here are the example procedures for solution C1 and C2:
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Figure 4 release procedure of solution C1
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Figure 4 release procedure of solution C2

Release procedure refers to signaling procedure used to release all of the radio bearers in SeNB so the signaling connection between MeNB and SeNB or between UE and SeNB doesn’t exist after the procedure.

The situation is similar to P2 in terms of CP overhead for solution C2. But release procedure is not sensible with CP delay or synchronization because once MeNB trigger to release all the RBs, it will stop all operation. Thus there is also no difference in UP.
For solution C2 UE need feedback RRC Connection Reconfiguration Complete message to MeNB instead of SeNB which needs more standardization efforts.

Observation P3: 
	P3
	Comparison summary

	Functionality
	Both feasible

	CP delay
	C2 requires A ms less over Xn interface but not sensible

	CP synchronization
	Not sensible

	CP signaling overhead
	C2 requires one less message over Xn interface

	CP signaling reliability
	No difference

	UP delay or interruption
	No difference

	UE Complexity
	C2 needs efforts to feedback RRC message to MeNB

	Network Complexity
	C2 eliminate the benefit of UP solution XB/C/D in terms of radio protocol stack


Table P3
2.1.4   P4: moving radio bearer from SeNB back to MeNB
Here are the example procedures for solution C1 and C2. This procedure is normally triggered by measurement report to MeNB for non-dense small cell deployment. In case trigger is located in SeNB e.g. due to load balance then SeNB will ask MeNB to confirm its request. But this doesn’t impact following analysis.
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Figure 5 RB back to MeNB of solution C1
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Figure 6 RB back to MeNB of solution C2
For solution C1 in Figure 5, when SeNB confirm that related RBs can be moved back MeNB, SeNB need send back one message to MeNB which will trigger MeNB to reconfigure UE over Uu. While for solution C2 in Figure 6, SeNB can reconfigure UE directly over Uu interface. The message back to MeNB is saved because MeNB will receive RRC Connection Reconfiguration Complete message from UE to confirm its access. This additional step over Xn for solution C1 cause more signalling overhead over Xn and A ms CP delay.When RBs in SeNB are moved back to MeNB, UP is interrupted temporarily. In this sense CP synchronization issue doesn’t exist for both solutions. 
The trigger in Figure 5 and Figure 6 normally refers to the measurement report i.e. when UE is moving out of current SeNB’s coverage. Because radio signal quality is degrading very quickly after measurement report is received, signalling from SeNB is less reliable in Figure 6 compared to signalling from MeNB in Figure 5. 

For C1, UP interruption is same as Uu delay i.e. 29ms. This is because SeNB has sufficient time to forward data packet along with the message back to MeNB in Figure 5. For C2, UP interruption is equal to max(29, A)ms because data forwarding is done in parallel with Uu procedure.
From UE point of view, solution C2 is bit complicated because it need feedback RRC message back to MeNB when answering RRC message from SeNB.

In fact solution C2 can be enhanced by sending the RRC Connection Reconfiguration via MeNB instead of sending this message directly to UE. In this case these two solutions are almost the same. But this enhancement only depicts that solution C1 is better.
Observation P4: 
	P4
	Comparison summary

	Functionality
	Both feasible

	CP delay
	C2 requires A ms less over Xn interface 

	CP synchronization
	Not sensible

	CP signaling overhead
	C2 requires one less message over Xn interface

	CP signaling reliability
	C2 is less reliable over Uu interface

	UP delay or interruption
	C2 maybe cause more UP interruption

	UE Complexity
	C2 needs efforts to feedback RRC message to MeNB

	Network Complexity
	C2 eliminate the benefit of UP solution XB/C/D in terms of radio protocol stack


Table P4
2.1.5   P5: moving radio bearer from SeNB another SeNB

Here are the example procedures for solution C1 and C2. This procedure is normally triggered by measurement report to MeNB for dense small cell deployment.
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Figure 7 RB changed to another SeNB for solution C1
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Figure 8 RB changed to another SeNB for solution C2

For solution C1 in Figure 7, MeNB can trigger procedure towards source SeNB1 and target SeNB2 simultaneously. This is mainly because RRC message is built finally in MeNB i.e. the last decision could be made by MeNB based on feedback from SeNB2. In case SeNB2 deny the request from MeNB, then MeNB can decide to remove those RBs back to MeNB i.e. fall back to P4 in Figure5. But for solution C2 MeNB has to request SeNB2 for access in advance because RRC message is built by SeNB1. In case SeNB2 deny the request from MeNB, then MeNB can decide to remove those RBs back to MeNB i.e. fall back to P4 in Figure5. So basically for P5 solution C2 require one more message over Xn interface.
For solution C1, UP interruption time is max(29+13.5, A)ms. But for solution C2 UP interruption time is likely max(29+13.5, 2A) due to the fact that there is no direct interface is available between SeNB i.e. message or packet data should be routed via MeNB. In case there is direct interface between SeNB1 and SeNB2, then Figure 9 could be typical procedure which is similar to solution C1 except for the fact the signalling reliability is still an issue. In [1] it is proposed to invite RAN3 to discuss whether direct interface between SeNB should be considered.
Observation P5: 
	P5
	Comparison summary

	Functionality
	Both feasible

	CP delay
	C2 requires A ms more over Xn interface 

	CP synchronization
	Not sensible

	CP signaling overhead
	C2 requires one more message over Xn interface

	CP signaling reliability
	C2 is less reliable over Uu interface

	UP delay or interruption
	C2 maybe cause more UP interruption

	UE Complexity
	C2 needs efforts to feedback RRC message to MeNB

	Network Complexity
	C2 eliminate the benefit of UP solution XB/C/D in terms of radio protocol stack


Table P5
2.2 Summary of comparison

Note: assume yellow is -1 point, red is -2 points and green is 1 point.
	Basic procedures
	C1 over C2

	P1
	2/8

	P2
	0/8

	P3
	1/8

	P4
	3/8

	P5
	8/8

	Summary 
	14/8


Table 3
2.3 Other general issue
In this paper it is assumed that the radio bearer for signaling between UE and SeNB is kind of new SRB considering that most likely the radio configuration of all protocol layers could be completely different. So for solution P3/P4/P5 of solution C2, UE need change both routing and SRB which is something new compared to current specification. Another issue is transaction identity should also be coordinated between MeNB and SeNB(s). UE could differentiate the source of the RRC message implicitly assuming no RRC diversity is introduced, but it doesn’t help to coordinate transaction identity because it is purely RRC layer parameter unless more interaction between RRC layer and low layer is assumed.
3 Conclusion
Based on above analysis, here is the proposal:

Proposal: solution C1 should be the final CP solution.
4 Annex
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Figure 9 RB changed to another SeNB for solution C2 assuming direct interface between SeNB
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