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1
Introduction
In this contribution, we provide some further analysis of the previously identified U-plane protocol-stack options for bearer splitting in RAN. In particular:

-
on options with independent RLCs,  we discuss implications from having the responsibility for reordering shift from RLC (current status) to some higher protocol layer;
-
on the master/slave-RLCs option, we analyze the sufficiency of RLC SN space.
2
Benefit to TCP from reordering layer being below discarding layer
In the TR, the following have currently been acknowledged as expected drawbacks of user-plane architecture alternatives 3A and 3C, respectively:
-
new layer above PDCP required to take care of reordering;

<...>

-
PDCP to become responsible for routing PDCP PDUs towards eNBs for transmission and reordering them for reception;

Currently, PDCP discard at eNB is a prime mechanism to get a sending TCP on network side to slow down when its data rate exceeds that on the radio interface, i.e. when the eNB’s transmit buffer starts to build up. The way PDCP currently works, PDCP does not wait for PDUs missing among those received, except at RLC re-establishment. As a result, a gap generated by PDCP discard at the eNB is promptly passed to TCP/IP at the UE, which then results in the UE sending a duplicate TCP ACK and the network-side TCP slowing down.
Discarding readily numbered PDCP PDUs instead of IP packets yet unprocessed at PDCP expedites the above process, i.e. the gap among IP packets can be generated at the head of the eNB’s transmit queue.

If, unlike today, the layer responsible for reordering is the same layer or higher than where such packet discarding takes place – as would be the case with alternatives 3A and 3C – then the packet discarding will no longer be transparent to reordering. Instead, the reordering protocol will not be able to distinguish packets discarded at the transmitting side from packets still being processed at lower layers (associated with either one of the alternative delivery branches i.e. MeNB and SeNB, both possibly being scheduled somewhat intermittently), and the only means to deduce when a reception gap can finally be passed to higher layer seems to be a reordering timer.
What is worse, the higher the reordering layer applying a reordering timer, the more delay components the timer’s expiry value needs to cover: comparing as an example application at RLC and PDCP layers, it is easy to see that whereas the RLC timer only needs to cover (in addition to other componenents common in this comparison, including Xn latency) the configured maximum HARQ transmissions of parallel streams, the PDCP equivalent would need to cover that multiplied by the configured maximum RLC transmissions for the same streams. Furthermore, in order to guarantee in-order delivery at the receiver, this would directly translate into increased buffering requirements.

Conclusion 1: from TCP and buffering requirements point of views, it is beneficial if packet discarding is done above the protocol layer responsible for reordering.
Proposal 1: capture in the TR, as an additional expected drawback for options 3A and 3C: “reordering above RLC delays the ability of TCP to react to network-side PDCP discard and increases buffering requirements”

3
Analysis of RLC SN-space sufficiency with master/slave RLCs
With given delay components in place in inter-site CA, a relation between the RLC transmission-window size W [in RLC sequence numbers; currently 512] and the bit rate R that it can sustain can be obtained by requiring that even while recovering from a single RLC-PDU loss, full-throttle transmission of following RLC PDUs need not be interrupted.

To find such a limit with given SN length, to minimize the consumption rate of RLC SNs it is assumed that RLC PDUs of largest possible size 215 octets * 8 bit/octet = 256 * 1024 bits (as determined by RLC’s current 15-bit segment-offset field) are constantly used by applying RLC re-segmentation both at MeNB and SeNB: this means that with given bit rate R, the consumption rate of RLC SNs is roughly R / 256kbit.

Then, the time between when the RLC transmitter at MeNB transmits the PDU following the one going lost, and when it receives RLC ACK for the retransmission of the lost and NACKed PDU, must fit within W / (R / 256kbit). This time can be decomposed into the following steps:

1. The time it takes RLC’s reordering timer at the receiving peer to expire and hence infer that the PDU is really lost

· The timer’s expiry value needs to accommodate the following steps (case in question: the PDU missed at the receiver can be in transmission via SeNB and follow a PDU transmitted directly by MeNB error-free):

1. Xn_delay, a worst-case one-way Xn delay experienced by the PDU missed

2. sc.queue_slave, a worst-case time spent by the PDU in scheduling queue at the SeNB
3. HARQ_slave, the time taken by the configured maximum number of HARQ transmissions at SeNB

2. The RLC NACK reaching the master RLC from the UE via SeNB, assumed to take another Xn_delay
· As a conservative assumption, it is assumed that RLC ACK/NACK always reaches MeNB via SeNB, as a result of the UE simply transmitting it at first occurring transmission opportunity

3. Retransmission of the missing PDU directly by the MeNB, and the RLC ACK reaching the master RLC from the UE via SeNB. Also this step is assumed to take Xn_delay.

Thus, the condition we get is:

3 Xn_delay + sc.queue_slave + HARQ_slave <= W / (R / 256kbit) 











or, in terms of given R or W, respectively:
W >= R (3 Xn_delay + sc.queue_slave + HARQ_slave) / 256kbit

R <= 256kbit * W / (3 Xn_delay + sc.queue_slave + HARQ_slave)

As an example, under the following conservative assumptions (cf. [7]):

sc.queue_slave = 150ms

Xn_delay = 30ms

HARQ_slave = 20ms,
the current W=512 would seem to support a bit rate of roughly 500Mbit/s.
Conclusion 2: with the current RLC transmit window and maximum supported RLC PDU size, inter-site CA with master/slave RLCs should easily support a bit rate of 500Mbit/s. In general, the sustainable bit rate is directly proportional to the product of RLC window size and the maximum supported RLC PDU size.
4
Conclusion
We have the following conclusions and proposal:
Conclusion 1: from TCP and buffering requirements point of views, it is beneficial if packet discarding is done above the protocol layer responsible for reordering.

Conclusion 2: with the current RLC transmit window and maximum supported RLC PDU size, inter-site CA with master/slave RLCs should easily support a bit rate of 500Mbit/s. In general, the sustainable bit rate is directly proportional to the product of RLC window size and the maximum supported RLC PDU size.
Proposal: capture in the TR, as an additional expected drawback for options 3A and 3C: “reordering above RLC delays the ability of TCP to react to network-side PDCP discard and increases buffering requirements”
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