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1 Introduction
This document discusses protocol architecture related objectives of the study item on small cell enhancements (see [1]) as quoted below:

· Identify and evaluate potential architecture and protocol enhancements for the scenarios in TR 36.932 and in particular for the feasible scenario of dual connectivity and minimize core network impacts if feasible, including:
· Overall structure of control and user plane and their relation to each other, e.g., supporting C-plane and U-plane in different nodes, termination of different protocol layers, etc.

2 Dual connectivity

2.1 Proposed definition

We propose the following definition for dual connectivity: 

· Dual connectivity is defined as the operation where the UE consumes radio resources provided by at least two different network points. 

· Those different network points may operate on the same or on a separate frequency. 

· Each network point that the UE is connecting to represents a separate cell which may or may not be configured to operate in a stand-alone mode. 
· Dual connectivity may be typically applicable to cells controlled by separate eNBs interconnected by a non-ideal backhaul, i.e. with loose latency and capacity requirements on the backhaul.
This contribution follows a terminology, where eNBs may assume different roles with respect to their task in dual connectivity, allowing focus on the protocol architecture rather than on eNB power classes: 

· an Anchor eNB would be the eNB hosting the RRC entity, being S1-MME connected to the EPC, 

· while the Assisting eNB provides additional radio resources. 
3 User plane

This chapter presents user plane protocol termination alternatives for dual connectivity and discusses main challenges for each option. 
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Figure 1: Four User Plane Options for Dual Connectivity. DL UP Transport – Network side.

Figure 1 shows four basic User Plane options for Dual Connectivity. DL transport is shown on the network side for two E-RABs. While E-RAB2 is provided via radio resources controlled by the Anchor eNB (shown for illustrative reasons only), E-RAB1 is provided via radio resources controlled by the Assisting eNB. The difference between the options is given by the distribution of radio interface user plane protocol entities among the involved eNBs, which is discussed in the following sections.

Interfaces Uu, S1-U and an assumed “Xx” between the eNBs are shown for illustrative reasons.
3.1 Alternative U1: Centralized PDCP, RLC and MAC termination

This alternative represents the most extreme variant in terms of latency and capacity requirements on the interconnecting link between the involved eNBs. For user plane data provided via the assisting eNB, the protocol stack is split between the MAC and the physical layer, i.e. the link layer protocols reside all in the anchor eNB. This architecture represents a COMP like solution.

There is no doubt that even “good” non-ideal backhaul links are not able to meet those requirements while maintaining a good overall system throughput and we won’t encourage to select this option. Keeping MAC in a central place implies increased HARQ RTT and problems for scheduling. Signaling the scheduling decisions across the backhaul would introduce additional delay causing decreased performance.
3.2 Alternative U2: Centralized PDCP and RLC termination

In this alternative, the splitting is made between RLC and MAC. The nature of challenges with this is similar to U1. On the one hand side, co-location MAC and PHY allows scheduling and HARQ operation at the assisting eNB, which relaxes the backhaul latency requirements. This medium latency requirement comes from the RLC transmission window and avoidance of window stall.

On the other hand side, it is problematic that the MAC/PHY and RLC reside in different nodes as RLC performs segmentation and concatenation whereas PHY layer determines transport block sizes. This means that RLC segmentation might have to be performed in a static manner as the RLC layer at the anchor eNB does not necessarily know the amount of data the MAC/PHY of the assisting eNB is able to support in the next subframe. Signalling this information from the assisting eNB to the anchor node would not be efficient either as this would introduce latency for data transmission, and lead to the under-utilization of the assisting eNB’s capacity as well as non-optimal link adaptation.
3.3 Alternative U3: Centralized PDCP termination

In this alternative, the splitting is made between PDCP and RLC by forwarding PDCP PDUs over the backhaul. Co-location RLC and MAC solves the RLC segmentation and link adaptation problem of alternative U2. It will also have less stringent latency requirements as the latency to be managed here is at the PDCP level. A common issue with the centralized solutions is that some form of flow control is probably needed between the nodes to avoid massive reordering, and that has negative impact on latency performance.
3.4 Alternative U4: Distributed protocol termination

The big disadvantage of alternatives U1-U3 is that all user plane traffic would need to be routed via the anchor eNB. Routing all traffic via the anchor would require high capacity from the backhaul. Instead, alternative U4 discussed in this subsection allows to split the traffic completely between the involved eNBs, i.e. above the anchor eNB. With this solution it is therefore possible to support direct routing of user plane data between the RAN and the CN, and avoid suboptimal routing via the macro eNB. As can be seen in the left part of Figure 2 below, routing all user plane traffic via the Anchor eNB in practice means back and forth transmission over one leg, whereas direct routing avoids this.
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Figure 2: Routing via the Anchor eNB (left) versus Direct routing (right) 
with star based transport network topology.

Fully terminating the user plane protocols in separate network nodes for dual connectivity solves the RLC segmentation problem as well as the high capacity requirement on the backhaul between anchor and the assisting eNB. In addition, one advantage of this solution is that the Anchor eNB does not need to process all user plane data and thus offloading to the assisting eNB is more efficient. 
As the PDCP layer is terminated on a different node than RRC, user plane security would need to be solved for this alternative. It can be envisaged to derive a new key within the assisting eNB based on information provided by the anchor eNB and input parameters derived from properties of the assisting cell/eNB.
3.5 Conclusions regarding the user plane

In the previous subsections we have listed possible user plane protocol termination alternatives for dual connectivity and shortly analyzed their properties. 

It can be concluded that in order to meet the non-ideal backhaul requirement, each eNB involved in dual connectivity is expected to control the scheduling of its own resources. Controlling the scheduling via a non-ideal backhaul would imply an increase in scheduling delay and a performance loss.

In order to select the most appropriate radio protocol architecture, we would like to propose to agree on the following design targets:

1. The protocol architecture should support efficient operation of user plane scheduling, link adaptation and segmentation.

2. The protocol architecture should support direct routing of user plane traffic from the assisting eNB to the core network and thereby efficiently support deployments with non-ideal backhaul.

4 Control plane

This chapter summarizes control plane protocol termination alternatives for dual connectivity as shown in Figure 2. In the shown alternatives, it is assumed here that RRC is terminated in a single eNB on the network side. This has the benefit of minimizing the control plane EPC impact of dual connectivity. Terminating RRC in the anchor eNB helps reducing the number of UE context switches as UEs move between small cells.

Interfaces Uu and an assumed “Xx” between the eNBs are shown for illustrative reasons.
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Figure 2: Five Control Plane Options for Dual Connectivity. DL CP Transport – Network side.

4.1 Alternative C1: RRC mapped on single link

In this alternative, a UE in dual connectivity receives RRC messages via a single connection. Note that even though RRC is only mapped to a single link, the user plane could still be in dual connectivity. Mapping RRC on a single link is the simplest option, but requires reliable coverage provided by the cell controlled by the anchor eNB. This may not be the case for intra frequency deployments. Also, as discussed in [2], one of the main causes of handover failures in heterogeneous deployments is radio link failure in the pico cell or failure to receive handover command from the source node. Both these problems can be mitigated by introducing handover signaling diversity. Such signaling diversity cannot be achieved if RRC is mapped over a single link only.
4.2 Alternative C2: RRC mapped on multiple links, Centralized PDCP, RLC and MAC

Mapping RRC onto multiple links allows for a diversity gain by transmitting signaling messages via several radio links. This is expected to have a positive impact on mobility robustness, as explained in [2].

In this alternative, splitting is made on the physical layer, with centralized termination of the link layer protocols in a single node. This architecture represents a CoMP like solution, which as described in sections 3.1 and 2.2 is challenging for non-ideal backhaul. Keeping a centralized MAC implies increased HARQ RTT which is directly proportional to the backhaul latency. With distributing PHY entities among the involved nodes, the signaling needs to be received at the UE simultaneously from the different nodes. This implies that with a non-ideal backhaul, the scheduling decision needs to be taken in advance, so that the signaling message can be passed via the backhaul to all transmission nodes. Methods and effects of such “scheduling-in-advance” on the signaling performance needs further study.
4.3 Alternative C3: RRC mapped on multiple links, Centralized PDCP and RLC

In this alternative, PDCP and RLC are located in the anchor eNB and MAC is distributed among the involved nodes. Distributed MAC termination allows for separate scheduling of the nodes, which relaxes the backhaul latency requirements. However, the distributed scheduling means that RLC PDU transmission time of the different links may differ and cause RLC PDU reordering, which needs to be solved in the RLC receiver. RLC already supports reordering, but it is optimised towards lower layer HARQ, and it may be difficult to set a suitable value for the timer t-reordering in RLC to compensate for varying backhaul and scheduling delays.
In addition, this alternative has the same issues with separating the termination of the MAC and RLC protocols as alternative U2 in section 3.2.

4.4 Alternative C4: RRC mapped on multiple links, Centralized PDCP

In this alternative, PDCP termination is centralized, with distributed termination up to RLC level. As in alternative U3, separating the termination of RLC solves the RLC reordering and segmentation problem of alternative C3. From a specification point of view, this solution is also attractive, since reordering and duplication detection is already supported functions of the PDCP protocol. 

Backhaul requirements of this solution are low, making it suitable for non-ideal backhaul deployments. Latency requirements are mainly from PDCP reordering, which for signalling type of traffic is not expected to be an issue. The same applies to the backhaul capacity requirement. 

This solution (as well as solutions C2 and C3), requires higher layer protocol termination in the concerned eNB, however it is assumed the assisting eNB would anyway have this functionality to enable the support for signalling diversity and operation outside macro coverage.
4.5 Alternative C5: RRC mapped on multiple links, Distributed  protocol termination

In this alternative, there is a distributed termination of the link layer protocols, and the splitting of the signalling has to be supported by the RRC protocol. This requires new functionality in RRC to split messages in the transmitting side and to detect duplications in the receiving side. 

Also the distributed PDCP termination means that separate security contexts are needed for the different network nodes, which may have security implications that need to be studied (see a similar issue in U4).

4.6 Conclusions regarding the control plane

In this section we have listed possible control plane protocol termination alternatives for dual connectivity, and shortly analyzed their properties. In particular, we would like to consider the support for signaling diversity, which according to simulation results in [2] provides robust mobility performance also when using cell range extension to improve off loading and increase system throughput. Thus, In order to select the most appropriate architecture, we would like to agree on the following design target:
1. The protocol architecture should support possibility for signaling diversity, providing robust mobility performance also with cell range extension allowing for more offloading and higher throughput. 
5 Conclusion
In this contribution, we have presented an overview of different termination options for control and user plane protocols, assuming a centralized RRC termination on the network side. Based on the discussion, we make the following proposals: 
Proposal 1: Consider the following design targets for the protocol architecture of dual connectivity:
1. The protocol architecture should support efficient operation of scheduling, link adaptation and segmentation.
2. The protocol architecture should support direct routing of user plane traffic from the assisting eNB to the core network and thereby efficiently support deployments with non-ideal backhaul.

3. The protocol architecture should support possibility for signaling diversity, providing robust mobility performance also with cell range extension allowing for more offloading and higher throughput.
Proposal 2: Include the protocol architecture alternatives fulfilling the design targets in proposal 1 into the TR. Alternatives fulfilling the design targets are U4 and C4 or C5.
For future work in the study item, we make the following proposals:

Proposal 3: The security impact of distributed PDCP termination should be evaluated
Proposal 4: Provide early information to network groups (RAN3) in order to allow evaluation of proposals along typical network aspects like network topology, network architecture, etc.
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