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1  Introduction
This paper highlights potential performance issues that may arise during Multi-flow inter-NodeB operation due to a RNC triggered RLC RESET, and suggests one simple optimization  to alleviate the problem (as already discussed in [1]).
2 Discussion
2.1 Problem description

When an RNC initiates an RLC AM reset, the MAC-d layer at the RNC sends a flush request along with the RESET PDU to the NodeB. The NodeB would then flush its internal buffers. The reset procedure is completed upon reception of a RESET ACK PDU from the UE. 

During inter-NodeB Multiflow operation, when the data PDUs are transmitted across two NodeBs, one can assume that the RESET PDU would be transmitted to the UE only once, for example through the serving NodeB. In this case, one NodeB would be flushed while the other NodeB would have stale RLC PDUs that may arrive at the UE after UE and RNC have completed the RESET procedure. The problem of sending a RESET and flushing request to one NodeB only is shown in the following figure. The UE is setup in a SF-DC call with two inter NodeB links, the primary link is over NodeB 1 and the secondary link is over NodeB 2.
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Figure 1. Example of RLC RESET issues

During the reset procedure the primary link, which is NodeB 1, would be flushed, the PDUs with sequence numbers 151 - 200 which are in its internal buffers will be flushed. On the other hand NodeB 2’s internal buffers are not flushed, therefore the RLC PDUs with sequence numbers 251 - 300 are still sitting in the NodeB 2 buffers even after the reset procedure is completed. When the RLC receiver entity at the UE gets the PDUs 251 - 300 from NodeB 2, it creates a large hole in the receive window and UE incorrectly NACKs PDUs from sequence numbers 26 - 250. 
The sender assumes that the NAK received are incorrect and triggers another RLC reset. This results in throughput loss and also a call drop when the number of RLC resets reach a maximum reset count.
2.2 Optimization proposal

The proposal is to enhance the legacy RLC reset procedure to include the following requirements for inter-NodeB Multiflow operation:
•
The RNC sends a flush request to both NodeBs during a reset procedure

•
The RNC waits for a flush confirmation from both NodeBs before sending the RESET PDU down to the UE.
This would effectively ensure that no stale RLC PDUs would be received by the UE after the RESET procedure is complete. Note that the explicit flush confirmation would help the RNC to complete the RESET in a timely manner, i.e. avoiding holding the RESET PDU based on safe implementation timers. 

The optimized signalling flow is illustrated below.
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Figure 2. Optimized RLC RESET procedure

The detailed mechanisms to signal the proposed flush request and confirmation (over Iub), are not described in this paper, and left to RAN3’s further evaluation. 
3 Conclusions and Proposals
Based on the description provided in the previous section, the following proposals are made to RAN2:
Proposal 1 – Agree that for an efficient RLC RESET operation during inter-NodeB multiflow operation, the RNC should send a flush request to both NodeBs and wait for a flush confirmation from both NodeBs before sending a RLC reset to the UE.
Proposal 2 – Send a LS to RAN3 to inform them of the identified issue and recommended solution.
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