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1 Introduction
In [2] Mediatek provided an analysis of the Scheduled IP through put measurement for UMTS. The outcome of the discussion is captured in [3] and below we provide an extract of the minutes.
Options:

1) Node B based: Mediatek. Telecom Italia

2) RNC based: Huawei, Telecom Italia, 

3) RNC based with NodeB assistance: Mediatek. Telecom Italia

4) UE based: Ericsson, ZTE, 

5) Leave it to implementation, nothing needs to be specified: ALU, NSN, Huawei, Ericsson, ZTE, Renesas

This paper evaluates all of the 5 options discussed and we ask RAN2 to conclude as to which of them will be made for UTRA in Rel-11.
Also, review of the current stage-2 is performed. 
2 Discussion

Scheduled IP throughput as defined for LTE

The scheduled IP throughput measurement has the following characteristics: 

·  Idle periods are removed, e.g. the periods when transmission buffers are empty. 
·  Small transmissions that can be transmitted in a single TTI are excluded, e.g. TCP acks or other small transmissions where neither of SIR, RRM or UE capabilities are limiting the throughput.

·  Last piece (last TTI) of a data burst is excluded

The result is a measurement that represents the burst throughput, the throughput of a data burst that is larger than what can be transmitted in a single TTI.
The measured result is a reasonable approximation of the measured result that you would get for an endless file transfer limited by the air interface as the bottleneck. One purpose of the particular measurement design is to provide a result that is not so sensitive to traffic model. As being different to a real drive test, for MDT, where there is no control of the generated traffic.
Furthermore the measurement when used for MDT should be applicable to the performance in a certain geographical location under normal user restrictions, i.e. restrictions of radio propagation, load, UE capabilities, RRM.
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Figure 1: Scheduled IP throughput for LTE
We think that in order to support such measurement, that can be interpreted independently of traffic model, the important aspects are: 
·  To remove Idle periods when there is no data in the RAN or UE transmission buffers.

·  To remove throughput contribution from very small transmissions, that would otherwise give results that have no relation to air interface limitations.

We think it is less important to remove the effect of counting the last piece of data in a data burst. 
Option 1, 3 & 4

We think that the options 1, 3 & 4 can all provide accurate implementations of scheduled IP throughput, as the active time or burst time can be well known in the Node B The inaccuracy of 1) (Node B based) would be related to the RNC Layer 2 overhead. However, we feel that option 4) (i.e. UE based) can be ruled out as this option is not kept for LTE and so for consistency sake it should also not be considered for UMTS.

Proposal 1: We should rule out UE based Scheduled IP throughput measurement
Conclusion 1: Option 1 – “Node B based” is feasible, with the inaccuracy of including RNC L2 overhead in the bit count.  

Option 2 – RNC based
When we evaluated Option 2 (RNC based) we find the following observations:

·  With respect to the UL, 
· A rough data burst identification could be done based on time between data. It might be difficult to standardize in detail how such data burst identification is done as it may depend on load in the cell (e.g. in an unloaded cell any significant gap in the data flow could be interpreted as the end of a data burst). 
· Time between beginning and end of a data burst may be measured by the RNC. We assume that Node B doesn’t delay data unnecessarily. 
·  For the DL, for HSDPA, the Node B needs to maintain a transmission buffer, 
· For data bursts that are very large (so the RNC keeps data buffered for significant time) it may be possible for the RNC to deduce time between beginning and end of a DL data burst. 
How large such data bursts would need to be, to facilitate such operation, would depend on the buffering algorithm of the node B, which a RNC could be aware of. The accuracy may be better also if it is allowed to not count the last pieces of data sent from RNC to Node B, as it is not really possible for the RNC to know when these are sent. We assume that flow control is used, and that Node B requests mode data over Iub when its Uu buffers are being emptied. 
Observation: We observe that RNC burst throughput measurement may be feasible, if the RNC could discard downlink data bursts that are too small to get an accurate measurement allowing for the inaccuracy added by the NodeB.

Conclusion 2: Option 2 – “RNC based” is feasible, but could be expected to be less accurate, and deliver fewer measurement samples as inaccurate samples would need to be discarded.

Option 3 – RNC based with Node B assistance
We assume that for the DL the RNC would aware of which piece of data is the beginning and end of a data burst. However as there would be a certain amount of buffering in the Node B, the RNC would not know exactly when those pieces of data are transmitted.

Candidate solutions for Node B assistance:
·  Data burst identification for UL could be done in the Node B, e.g. node B could add an end of burst marker to the last piece of data, based on Node B estimation and/or presence of padding.
·  Time-stamping: For UL the Node B could add SFN of the time of reception of each piece of data. 
·  For the DL, the Node B could provide SFN of the time of transmission of a certain piece of data. This could e.g. be added to the Iub flow control protocol. If the whole buffer is sent in one transmission this could also be indicated (explicitly or implicitly), to avoid counting such transmission. 
Conclusion 3: Option 3 – “RNC based with Node B assistance” is feasible, with some added Iub interaction complexity.  

Option 5 – Leave it to implementation

Before evaluating this option we provide our understanding of what this option means in order to have clear understanding in RAN2 of the implications:
· It would be specified that there is a throughput measurement by MDT for UMTS Rel-11
· The Type and range of reported values would be specified

· The measurement period would need to be specified

· The RNC would log the measurement and provide measurement logs.

Proposal 2: To agree on these clarifications for Option 5.
Evaluation of Option 5:

· An average throughput measurement and a burst throughput measurement where idle periods are removed give very different results. 
So we conclude that an average throughput measurement is not useful when traffic is uncontrolled and contains idle periods, e.g. user idle periods for interactive traffic. 
Proposal for Option 5: Idle periods need to be removed. 
· We think that removal of very small transmissions that are not limited by air interface bandwidth (i.e. transmitted in a TTI) is useful for predictability of measurement result if we wish to have a measurement that mimics equivalent results of an “endless FTP” traffic model.
Conclusion 4: Option 5 – “Leave it to implementation”, could be feasible with additional guidelines that Idle periods must be removed and that small transmissions should be removed. 
3 Stage-2 review

This section is only applicable in case it is decided that MDT throughput measurement is feasible for UMTS in Rel-11. 

Below is a copy paste from R2-122095, the MDT running stage-2 CR.

[copy paste START]
· Throughput measurement: For the user QoS experience use case, throughput measurement where the radio interface is the bottleneck link is supported. It is FFS whether the throughput should be measured per UE, RAB/QoS class or for all RABs/QoS classes. The measurement is performed in the RAN. It is FFS whether UE assistance is needed. 

For LTE:

· The location information which comes with radio measurements for MDT can be correlated with the MDT throughput measurements. 

· The ‘scheduled IP throughput’ measurement (as defined in TS 36.314) in the eNB is used for defining the MDT throughput measurement.

· A single Scheduled IP Throughput measurement result shall be produced per measurement period, by concatenating data bursts as specified in TS 36.314. For a data burst that spans measurement periods, the data burst is split at the measurement period boundary for the purposes of Scheduled IP Throughput calculation, to yield multiple measurement results (one for each measurement period). There is no requirement for measurement periods to begin at regular intervals, as long as all Scheduled IP Throughput measurement samples are captured. There would be a time stamp per measurement result. The length of the measurement period should be configurable by OAM, and values on the order of 1024ms, 2048ms, 5120ms, and 10240ms shall be supported (which also aligns with some values of reportInterval for periodic M1 + location). Detailed values are FFS.

For UMTS:

· It is FFS how a throughput measurement can be defined.

[details on data volume measurement removed …]

It shall be possible to correlate the above measurements with geographical location. No need has been found to specify support for correlating the measurements with location information in the RAN. It is assumed it could be done in the TCE based on time-stamps.
[copy paste END]
The following pieces of text from above are intended to be common for LTE and UTMS: 

Piece 1: “For the user QoS experience use case, throughput measurement where the radio interface is the bottleneck link is supported.” 

Piece 2: “The measurement is performed in the RAN.”

Piece 3: “It shall be possible to correlate the above measurements with geographical location. No need has been found to specify support for correlating the measurements with location information in the RAN. It is assumed it could be done in the TCE based on time-stamps.”
We have found no reason for particular modifications for UMTS with respect to these pieces of text: 

Proposal5 : Confirm that steage-2 text piece 1, 2 and 3 are applicable to UMTS without modification. 
For LTE, the following has been agreed: 
A single Scheduled IP Throughput measurement result shall be produced per measurement period, by concatenating data bursts as specified in TS 36.314. For a data burst that spans measurement periods, the data burst is split at the measurement period boundary for the purposes of Scheduled IP Throughput calculation, to yield multiple measurement results (one for each measurement period). There is no requirement for measurement periods to begin at regular intervals, as long as all Scheduled IP Throughput measurement samples are captured. There would be a time stamp per measurement result. The length of the measurement period should be configurable by OAM, and values on the order of 1024ms, 2048ms, 5120ms, and 10240ms shall be supported (which also aligns with some values of reportInterval for periodic M1 + location). Detailed values are FFS.
Proposal 6: For the MDT throughput measurement for UMTS, 

· a single measurement result shall be produced per measurement period. 

· multiple data bursts in a measurement period shall be concatenated. 

· For a data burst that spans measurement periods, the data burst is split at the measurement period boundary, to yield multiple measurement results (one for each measurement period). 
· There is no requirement for measurement periods to begin at regular intervals. 
· There would be a time stamp per measurement result. 
· The length of the measurement period should be configurable by OAM, and values should align with some values of reportInterval for periodic M1 + location. Detailed values are FFS

4 Conclusions
So we conclude on the following proposals.

Proposal 1: We should rule out UE based Scheduled IP throughput measurement (i.e. Option 4) and choose a solution based on Option 1, 2, 3 & 5

Proposal 2: To agree on these clarifications for Option 5.

· It would be specified that there is a throughput measurement by MDT for UMTS Rel-11

· The Type and range of reported values would be specified

· The measurement period would need to be specified

· The RNC would log the measurement and provide measurement logs.

Proposal 3: RAN2 to discuss the conclusions below and decide for UMTS whether it is feasible or not to support a Burst Throughput Measurement for MDT.  

Conclusion 1: Option 1 – “Node B based”, is feasible, with the inaccuracy of including RNC L2 overhead in the bit count.

Conclusion 2: Option 2 - “RNC based” is feasible, but could be expected to be less accurate, and deliver fewer measurement samples as inaccurate samples may need to be discarded.

Conclusion 3: Option 3 – “RNC based with Node B assistance” is feasible, with some added Iub interaction complexity.  
Conclusion 4: Option 5 – “Leave it to implementation” could be feasible with additional guidelines that Idle periods must be removed and that small transmissions should be removed. 
If it is agreed that a burst throughput measurement shall be supported for UMTS in rel-11

Proposal 4: it should also be discussed and decided as to what level the burst throughput measurement shall be specified:
· A) just specify on guideline or purpose level, e.g. that Idle periods and very small transmissions should not be counted, i.e. option 2 + option 5.
· B) specify the measurement more stringently, similar to LTE specification, for option 1 or option 3. NOTE, this may not be suitable if the measurement is done in the RNC, without Node B assistance. 
Proposal 5: Confirm that stage-2 text piece 1, 2 and 3 (as below) are applicable to UMTS without modification. 
Piece 1: “For the user QoS experience use case, throughput measurement where the radio interface is the bottleneck link is supported.” 

Piece 2: “The measurement is performed in the RAN.”

Piece 3: “It shall be possible to correlate the above measurements with geographical location. No need has been found to specify support for correlating the measurements with location information in the RAN. It is assumed it could be done in the TCE based on time-stamps.”
Proposal 6: For the MDT throughput measurement for UMTS, 

· a single measurement result shall be produced per measurement period. 

· multiple data bursts in a measurement period shall be concatenated. 

· For a data burst that spans measurement periods, the data burst is split at the measurement period boundary, to yield multiple measurement results (one for each measurement period). 
· There is no requirement for measurement periods to begin at regular intervals. 
· There would be a time stamp per measurement result. 
· The length of the measurement period should be configurable by OAM, and values should align with some values of reportInterval for periodic M1 + location. Detailed values are FFS
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