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1 Introduction
RAN2#77bis received an LS from CT1 (R2-121063/C1-120546  ”LS on RR failures and network reselection”).  In the LS, CT1 highlighted an issue with the current specification that UEs subjected to ACB or RRCConnectionreject may not receive service from the network even if other frequencies/RATs may be available in some network deployments.  This is because that UE retry counter is not incremented for either of these cases and UE simply sits on the carrier waiting for the reject/ACB to clear.  And this may not always be the optimal solution especially when other frequencies/RATs may be available and not overloaded.
CT1 is considering incrementing the access count for every RRC connection reject such that the UE can reselect another RAT/PLMN after 5 retries.  This allows the UE to move to another RAT/frequency/PLMN on receipt of repeated RRC connection reject from the network.  However, currently, AS provides the same indication for both ACB and Reject even though 24.301 explicitly mentions different indications; for example in section 5.5.1.2.6:

a)
Access barred because of access class barring or NAS signalling connection establishment rejected by the network
CT1 asked of RAN2:

CT1 asks RAN2 to consider the case as presented above and advise us if the proposed solution is acceptable.  If it is not, please provide guidance for a solution that is acceptable to RAN2 to result in the same desired UE behaviour.
The scope of this email discussion is to discuss the topic “to ensure that we can reply early from the next RAN2 meeting” to allow CT1 to progress the topic.

2 Discussion

In RAN2#77bis, an input document R2-121118 provided more background and a text proposal on the nature of the change required in RAN2 specifications.  It also discussed the current RAN based solutions and their limitations.

Many companies provided comments on the reflector.  The following topics were discussed during the email discussion:

1) Requirements and need for enhancements

2) CT1 proposed solution.

3) Other RAN solutions including the Reject based one

4) Clean up of interactions between AS and NAS and (currently) expected behaviour

Requirements and need for enhancements
The following existing solutions were discussed: 
1) Use ACB
2)  the eNB can randomized the reject
3)  RRCConnectionRelease with redirection (after knowledge of UE capability)
4) Change SIB information such as IdleModeMobilityControlInfo or cell-reselection related parameters
5) Or combinations of the above. 
Some of the comments on the current status and above solutions and need for enhancements are summarised below (not in any particular order):
· It may be useful to keep the UE in the current cell and do nothing to prevent domino effect.

· ACB may not be implemented/activated

· UE capabilities can be retrieved from the UE if the MME is overloaded
· Randomisation does not move UEs to other RATs and simply cause more load

· The existing mechanisms do not provide a solution for a multi-operator RAT when LTE alone is overloaded to allow UE attempting access to reselect faster to other cell or RAT.  
· Using ACB proactively along Release with re-direction can be used to move UEs to other RATs.  ACB parameters can be adjusted properly dependent on the situation.
· The increase in load from using release with re-direction (4 additional messages) is not seen an issue if used along with proactive setting of ACB

· From an eNB point of view, release with re-direction will still create additional load since it has to handle extra n*4  messages (where n is the number of UEs rejected).  RRC reject can handle 3 times the number of UEs compared to Release.  In overload situation, isn’t it better if network can handle as little number of messages as possible?
· How severe is the problem to spend quite a lot of standard efforts in order to have further small efficiency.  Considering we already have several mechanisms for overload case, isn’t it natural to consider whether the existing mechanisms is sufficient or not and gains & pains before introduction of new mechanism?
Company positions:
· Two operators (Verizon, Vodafone) expressed a view that the current solutions are not sufficient and enhancements are needed.  One operator (DOCOMO) felt no problem exists and that no new solution is needed;  but would like to respect other operators non-hypothetical scenario where collocated RATs may be in a condition that one is congested and one is not.
· 5 companies (ALU, NSN, Nokia, VF, Verizon) indicated that enhancements are needed.  2 companies (Renesas) was OK with a solution.  2 companies (LGE, DOCOMO) didn’t see it essential but is OK to consider enhancement.  1 company (Samsung) did not see any need for enhancement.
From the above discussion, no clear consensus could be reached on the need for an enhancement.
Proposal #1: It is proposed to discuss whether enhancement should be supported.
2.1 CT1 proposal

Noting that the change in RAN2 from the CT1 proposal is simply to decouple the Reject and ACB (with the full solution being in CT1):
Question #1:  CT1 asks RAN2 to consider the case as presented above and advise us if the proposed solution is acceptable. 
Many limitations were identified for the CT1 (NAS based) proposal:

· Why should UE have to try 5 times when UE could be moved to another RAT immediately?
· I'm not sure if it guarantees that UE can select a different PLMN/RAT as indicated in the CT1 LS. To cause RAT selection from PLMN selection, each RAT has to have a different PLMN but I believe not all operators use PLMN in this way.
· Why not Service Request? If the service request case needs to be considered, abnormal behaviour due to lower layer failure is different from the one for the attach case. Especially, if it is not for CSFB, the UE just aborts the service request procedure and will not reselect the other PLMN/RAT. REQUEST is more important than ATTACH/TAU.
· Could cause domino effect in other RAT by pushing all the UE to other RAT since the network has on control over the re-direction.
· Can cause ping-pongs
Based on the above discussion, it is proposed:

Proposal #2:  Respond to CT1 that RAN2 has the above concerns with a NAS based solution.   And RAN2 does not recommend a NAS based solution.
It was commented that the current specs already implies that NAS should retry on reject and also that it may be possible to interpret the specs such that differentiation of the cases is already possible based on type of call that is barred.  But there was no consensus if this was the intention of the specification.
2.2 Other possible solutions (RAN solution)
Question #2: [CT1 asks RAN2] If it [i.e., decouple the Reject and ACB] is not [acceptable], please provide guidance for a solution that is acceptable to RAN2 to result in the same desired UE behaviour.
Several possible RAN solutions were mentioned/proposed during the discussion.
1) Use of re-direction with RRC connection release without knowledge of UE capability. 
2) Signalling the de-prioritisation of the current carrier/RAT (or set of LTE frequencies) in Reject
3) Re-direction with Reject without knowledge of UE capabilities.
There was not much discussion on solution 1.
The following comments were made on solutions 2 and 3 (not in particular order):

· In both solutions 2 and 3, UE can come back to the current carrier if no other suitable carrier/RAT is found.  

· “de-prioritisation” mechanism is similar to one used for MBMS and CSG

· Re-direction is similar to the mechanism used over UMTS

· De-prioritisation may require fewer specification changes.

· Any solution should prevent ping-pong.  De-prioritisation uses a timer for that prevents ping-pong.  
· Re-direction solution will be difficult to re-direct to other LTE carriers without knowing UE capabilities.

· With de-prioritisation, Threshx, high could prevent UE from finding another suitable higher priority carrier/RAT.
· Both solutions could benefit (but not essential) from knowledge of the load information on other carriers/RATs. 
· With de-prioritisation, there is more risk that UE may camp on a carrier/RAT already overloaded.  
· Re-direction would be blind re-direction.  May need to be extended to allow re-direction to multiple carriers or RAT.

· De-prioritisation solution could incur a delay of 60s (per carrier/RAT) before UE reselects another carrier/RAT.   But good UE implementations are not expected to wait for 60s before performing reselection.

· Size of RRC connection release message is an issue as it a CCCH message.

· eNB control is important to prevent ping-pong and domino effect. 
Company positions:

Companies did not clearly indicate a clear preference for a specific solution to provide a reliable count.  
Based on the above discussion, the choice could not be made between the two reject based solutions - de-prioritisation and re-direction (solutions 2 and 3).
Proposal #3: If enhancements are needed, it is proposed to discuss which solution should be adopted.
Clean up of NAS-AS interaction

During the discussion, three scenarios in RRC and the associated indication to NAS were mentioned:

RRCConnectionReject: about the failure to establish the RRC connection and that access barring for mobile originating calls, mobile originating signalling, mobile terminating access and mobile originating CS fallback is applicable
ACB: inform upper layers about the failure to establish the RRC connection and that access barring for mobile originating calls is applicable, upon which the procedure ends
T300 expiry: 2> inform upper layers about the failure to establish the RRC connection,
While the first two were mentioned in the LS, the NAS handling for T300 expiry is not.. It was also commented that that it is unclear: what case b) Lower layer failure in 24301 means.
There was also some interest in checking through RRC for consistency to identify if a clean up is needed.

Based on the above discussion, it is proposed:

Proposal #4: Ask CT1 about their understanding of the mapping between the abnormal RRC indications to NAS abnormal cases.   And what the lower layer failure in clause b) is referring to.
Proposal #5:  It is left to normal RAN2 process to discuss any necessary clean up of the RRC specification with regard to NAS/AS interaction.
3 Summary and proposals

Proposal #1: It is proposed to discuss whether any enhancement should be supported.
Proposal #2:  Respond to CT1 that RAN2 has the above concerns with a NAS based solution.

Proposal #3: If enhancements are needed, it is proposed to discuss which solution should be adopted.
Proposal #4: Ask CT1 about their understanding of the mapping between the abnormal RRC indications to NAS abnormal cases.  And what the lower layer failure in clause b) is referring to.
Proposal #5:  It is left to normal RAN2 process to discuss any necessary clean up of the RRC specification with regard to NAS/AS interaction.

