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1 Introduction

One of the proposed study objectives for eDDA was to consider enhancements for ”More efficient management of system resources (e.g. UL control channel resources) for connected mode UEs that are temporarily inactive, facilitating potentially larger user populations in connected mode.“  Signaling channels of interest are, e.g. PDCCH and PUCCH. Given the discussions around eDDA, with possibly infrequent transmissions of background data and very many connected users, the investigations on signaling can be addressed, either as enhancements to enable very many simultaneous connected UEs or enhancements to provide more efficient methods for transmitting small, infrequent data packets. This contribution represents the latter, i.e. a study on how to schedule data assuming eDDA traffic models.
There were contributions presented at the latest 3GPP RAN2 meetings investigating whether D-SR or RA-SR is the best way to schedule background traffic, e.g. [2]. In the paper [4] we presented a first study on PUCCH load to try to understand the relation between the two different procedures to initialize UL scheduling. Here we add some more detail to this analysis.
2 Discussion
D-SR resource configuration on PUCCH is released when the Time Alignment Timer (TAT) expires. After that RACH-SR is used to inform the network that there is uplink data in the buffer. Thus it is important to evaluate how the TAT length selection impacts D-SR and RA-SR usage.  
In the EDDA WI, statistical inter-arrival Time (IAT) distributions were constructed from different traffic traces capturing multiple background applications. However, for simplicity, here we use a fixed IAT denoted X (seconds). The relationship between TAT and IAT can be described as follows:
1) When TAT > X the UE will be relying on D-SR in the beginning of the next burst arrival and D-SR resources would be consumed.
2) When TAT < X the UE will be relying on RA-SR in the beginning of the next burst arrival and PDSCH/PUSCH resources would be consumed. 
Besides the RB resource consumption, UE power consumption can be taken into account as well. We may find an optimized TAT value for each traffic type providing both low resource consumption and low power consumption.
In the following analyses we have simulated with traffic having a fixed IAT of 4s, and then varied TAT from 0.5 to 10.24 s (steps according to 36.331). The D-SR interval in the simulation was 10 and 80 ms, respectively. As mentioned earlier, when TAT expires, the PUCCH configuration for D-SR is released. This means that RRC signaling is necessary to restart the usage of D-SR when the UE becomes time-aligned again in the beginning of the next data arrival. (See the appendix for simulation parameters)
First we look at the resource consumption. Figure 1 shows the resource consumption with IM traffic. As can be seen in the upper left plot the PUSCH/PDSCH usage decreases with increasing TAT due to that less RACH procedures are needed; a large drop occurs where TAT surpasses IAT (4s). However, PUCCH D-SR resource consumption increases with increasing TAT. The resulting resource consumption is the combined effect of the two aforementioned metrics, depicted in the right plot, i.e. the combined effect of RA-SR and D-SR consumption. 
For IM traffic, there is a clear relation between the IAT (i.e., traffic type) and D-SR periodicity (i.e., delay requirement). For a short D-SR interval (10ms) the minimum resource consumption is achieved for a very short TAT. For the long D-SR (80ms) the minimum resource consumption is reached for a long TAT since maintaining time alignment and waking up once every 80 ms is less radio resource consuming than performing random access for every data transfer. 
[image: image1.wmf]0

5

10

15

3.4

3.6

3.8

4

4.2

4.4

4.6

x 10

-3

TAT [s]

Consumed data RB per bit

 

 

10ms D-SR

80ms D-SR

 11-May-2012

11-May-2012

0

5

10

15

0

1

2

3

4

5

6

7

x 10

-3

TAT [s]

Consumed PUCCH RB

per bit for DSR

 

 

10ms D-SR

80ms D-SR

 11-May-2012

11-May-2012

0

5

10

15

4

5

6

7

8

9

10

x 10

-3

TAT [s]

Sum consumed RB

per bit

 

 

10ms D-SR

80ms D-SR

 11-May-2012

11-May-2012


Figure 1 Resource consumption for IM traffic measured as sum of consumed RBs per data bit. Upper left – consumed PUSCH/PDSCH RB per data bit. Lower left – consumed PUCCH RB per data bit for DSR. Right – the sum of the two left figures.
[image: image2.wmf]0

5

10

15

0.06

0.065

0.07

0.075

0.08

0.085

TAT [s]

Delay [s]

 

 

10ms D-SR

80ms D-SR

 11-May-2012

11-May-2012

0

5

10

15

10.5

11

11.5

12

12.5

TAT [s]

Average UE power (mW) 

 

 

10ms D-SR

80ms D-SR

 11-May-2012

11-May-2012


Figure 2 Delay and power consumption vs. TAT for IM traffic. 
Continuing the analyses we compare the relation between TAT, delay and power consumption, see Figure 2. Here we see that when TAT increases delay increases for long DSR, but decreases for short D-SR. This is because RA-SR is faster (introduces less delay) than 80 ms D-SR. UE power consumption increases with TAT for both D-SR intervals. Longer D-SR periodicity introduces more delay and also larger power consumption. The observed difference in power consumption is, although close to negligible, a somewhat surprising effect. We assume that this occurs because the long D-SR leads to increased delay of each packet transmission and thus causes the UE to spend more time in active DRX state, which naturally results in increased power consumption. The time in active state would change with other settings of inactivity and shortCycle timers.
For comparison and further proof that the traffic type plays an important role we have also run simulations with web traffic, see Figure 3. The difference between IM and web traffic in this case is the burst size. Plots based on traffic with “real” distributions are available in the appendix.
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Figure 3 Resource usage for different TAT and web traffic.
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Figure 4 Delay and power consumption as an effect of TAT for web traffic
The overall pattern that was observed for IM traffic prevails. Given that the traffic in this case is more frequent than for IM, there will be more SR:s, which is seen in the lower left plot of Figure 3. The trend in RACH observed for IM traffic is a bit less pronounced here; the distance between 10 and 80ms D-SR curves increases. 

The conclusion from the above study is that TAT can be optimized considering IAT (i.e., traffic type), D-SR periodicity, delay requirement and UE power consumption. To summarize, on the one hand, for shorter IAT and longer D-SR, a longer TAT may be preferred to save resources. On the other hand, a shorter TAT would reduce delay for longer D-SR, and always save UE power consumption.
Proposal 1 We propose that the results are included in the eDDA TR.
3 Possible improvement
As was shown in the previous section, it is hard to achieve both low resource consumption and short latency at the same time. For many applications, short latency is crucial to achieve good service performance. For the system low resource consumption is wanted In order to be able to accommodate many connected UEs. The proposed improvement is to introduce a temporary SR (T-SR) that can be triggered by certain traffic situations to temporarily shorten the SR interval without requiring a very high PUCCH load. In other words, a UE with background traffic can rely on a long D-SR to save system resources and thereby enabling many connected users, and whenever necessary quickly reduce the SR interval for a short period of time, without having to do an RRC reconfiguration.

When a user has downlink data the user is also likely to have uplink data, and SR:s would be sent to request a UL grant. Therefore, the SR resources could be temporarily allocated with a MAC CE. The allocation of shorter periodicity could be triggered by arrival of downlink/uplink data. The T-SR is effective until a timer expires (the periodicity/timer length could be traffic specific). The benefits of this approach are: 1) configuration on MAC layer that it is faster than on RRC layer when it is expected that SR:s are required directly after downlink transmissions, 2) MAC layer configuration carries less overhead than RRC (RRC needs about twice as many bits for the configuration as MAC), 3) no resources are required to cancel the allocation since there is a time limit. 
In the following we compare a legacy network using a combination of RA-SR and D-SR with an improved setup comprising the legacy function and also a temporary SR with expiration timer, with the different configurations as follows (Please refer to the Appendix for other simulation parameters):
a. Case 1: Legacy scheme, RA-SR + D-SR (10/20/80ms period)

b. Case 2: RA-SR + D-SR (80ms period) + T-SR( 2ms period, 1/2/3s valid time length)

c. Case 3: RA-SR + D-SR (80ms period) + T-SR( 5ms period, 1/2/3s valid time length)

d. Case 4: RA-SR + D-SR (80ms period) + T-SR( 10ms period, 1/2/3s valid time length)
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Figure 5 SR resource allocation vs. delay with web traffic
 REF _Ref318978092 \h 
Figure 4 shows the results for web traffic. In the figure the SR load is defined as “Allocated PUCCH SR resources per user per second”, (e.g., in the legacy scheme, 10ms SR periodicity leads to 100 PUCCH SR:s per user*second). The enhanced scheme shows a fairly large improvement compared to the legacy scheme. Compared to the legacy scheme, the use of T-SR results in a reduction of the PUCCH SR load with about 60%-80%. PUCCH SR load is defined as the allocated PUCCH resource. Also, it can provide lower delay, i.e., 4ms lower than legacy scheme with 10ms periodicity. 
[image: image6.emf]0.072 0.074 0.076 0.078 0.08 0.082

0

0.002

0.004

0.006

0.008

0.01

Delay [s]

PUCCH SR Load per UE

 

 

Legacy DSR

Enhanced DSR (2ms)

Enhanced DSR (5ms)

Enhanced DSR (10ms)


Figure 6 SR resource allocation vs. delay with IM traffic
Figure 5 shows the results with IM traffic. For this type of traffic it seems as if that proposed enhancement does not provide very much gain compared with legacy D-SR of 80ms. 
With the proposed enhancement it would be possible to maintain very many connected UEs, probably running background traffic, by using a long D-SR interval, since this would lead to a large reduction of resource consumption (compared to using a short D-SR interval). In case of a sudden need for shorter D-SR intervals, this would then be provided without a large cost of setting up the change and without causing too high PUCCH load. 
Proposal 2 We propose that a temporary SR is included in the TR for consideration as an improvement to help reduce delay without using more SR resources.
4 Conclusion

In this paper we investigate the relation between D-SR, RA-SR, delay and resource consumption. We try to understand which is the most resource efficient method to transmit data. The conclusion from the above study is that TAT can be optimized considering IAT (i.e., traffic type), D-SR periodicity, delay requirement and UE power consumption. To summarize, on the one hand, for shorter IAT and longer D-SR, a longer TAT may be preferred to save resources. On the other hand, a shorter TAT would reduce delay for longer D-SR, and always save UE power consumption. A combination of RA-SR and D-SR, just as was intended, works well. It is, however, possible to further increase the performance in terms of resource consumption and delay by introducing a temporary SR allocation.
Based on the discussion in section 2 we propose the following:

Proposal 1
We propose that the results are included in the eDDA TR.
Proposal 2
We propose that a temporary SR is included in the TR for consideration as an improvement to help reduce delay without using more SR resources.
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6 Appendix: Simulation settings

	Traffic Model

	Traffic Model
	MBM Instant Message / Web traffic on Android platform

	Network Model

	Cell Layout
	7 sites hexagonal grid: 3-sector sites

	Inter-Site Distance
	Macro scenario 1: 500m

	Carrier Frequency
	2 GHz

	Distance dependent path loss
	L = 128.1 + 37.6log10(R) dB
R is distance in kilometers, an extra 20dB penetration loss is added

	Channel Model
	Typical Urban

	Shadow Fading
	Log-normal, 8dB standard deviation, 0.5 correlation between eNBs

	System Model

	Bandwidth
	5MHz

	PRACH
	64 preambles, 10 Dedicated preambles, 0dB PRACH Tx Power ramp-up step
ra-ResponseWindowSize - 5ms, mac-ContentionResolutionTimer - 32ms, 
PRACH Period - 10ms

	PUCCH
	10ms CQI period, 10/20/80ms SR period

	HARQ
	Maximum retransmission number = 9

	Scheduler
	Proportional Fairness

	RLC
	Maximum retransmission number – 4

	DRX
	onDuration timer = 2ms, inActivity timer  = 2ms, 
Short cycle = 20ms, Long cycle = 320ms,
Short cycle timer = 100ms.

	Handover
	A3 Event simulated, Offset = 4dB, Time to trigger = 40ms

	Synchronization
	Time alignment timer = 1s

	Receiver Noise Factor
	5dB

	Antenna model
	2D 3GPP SCM antenna, 2 Tx and 2 Rx antennas

	User Model

	Receiver Noise Factor
	9dB

	UE mobility
	Straight mobility model, with 3km/h velocity

	Antenna Model
	Omni antenna, 1 Tx and 2 Rx antennas


RACH Model in simulation

If two or more UEs transmit the same PRACH preamble in a particular PRACH occasion, all the UEs are supposed to have collided, and fail for this RACH attempt. In case of no collision, Minimum Mean Square Error equalizer is assumed to calculate the effective SINR after equalization, and then to decide it is correctly detected or not. Contention-free RACH is used for 1) HO and 2) New DL data for out-of-sync UEs, and Contention-based in used for the other cases. If the UE receives a request for a new Random Access procedure while another is already ongoing, the UE would wait for the result of the ongoing procedure first.
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7 Appendix: More simulation results.

IM traffic
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Web traffic
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