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1  Introduction
This paper is a re-submission of [1], aiming at highlighting certain potential performance issues that may arise during Inter-NodeB data aggregation based on RNC-based RLC split, and suggests a few optimizations, both on the network and the UE side, to solve or alleviate those problems. 
2 Discussion
The following sections describe problematic scenarios and corresponding solutions.
2.1 Minimizing RLC resets due to Out-of-order RLC PDU delivery
Problem description

As known, RLC AM (control) status PDUs do not have sequence numbers. As a result of this, there is no way for the receiver to know if two status PDUs are delivered out of order. When there is only one HSDPA link, it is unlikely that two status PDUs are delivered out of order. There are multiple timers that dictate how often the status PDUs should be sent. If these timers are set properly, control PDUs are guaranteed to be delivered in order when there is only one HSDPA link. This completely changes when there are multiple HSDPA links as in HSDPA-multipoint.
Let us assume two NodeBs, and that a status PDU with an ack for sequence number X is sent to NodeB 1. Some time later, a status PDU with an ack for sequence number X+Y is sent to NodeB 2. It is possible that the packet with an ack for X was delayed and the packet with (X+Y) reached UE before X. Figure 1 shows an example of the described out of order delivery of control/status PDUs.
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Figure 1. Example of out of order RLC control PDU delivery

As can be seen from the figure, the ack for X (control PDU (X) from NodeB 1) went through several retransmissions. While PDU (X) is going through these retransmissions, ack for X+Y (control PDU (X+Y) from NodeB 2) went through in the first attempt. When UE receives the earlier ack for X+Y it advances its transmit window. When packet with ack for X is received, since this is outside the window, the UE does a RLC reset. When there is RLC reset, it results in a large throughput loss and would result in TCP timeouts and retransmissions. In some cases, this can also lead to call drops if there are undelivered signalling PDUs.
Optimization proposal

The problem described above can be solved by the RNC making sure that the control/status PDUs are sent only on the anchor carrier. By doing so, control PDUs sent on the primary link can never be delivered out of order.
With the above solution, some out-of-order control PDUs can still occur during serving cell change: if primary link becomes secondary (and vice versa), even if the RNC starts sending control PDUs only on the new primary link, some control PDUs sent previously on the old primary link (becoming secondary after SCC) may still be under transmission over the air. To avoid such issue, the UE should, whenever an RLC control PDU is received on a link that is not the primary link, drop the PDU at the RLC layer.
2.2 Optimizing network triggered RLC RESET 
Problem description

When an RNC initiates an RLC AM reset, the RNC sends out a RESET PDU to the lower layers. In this state there will be no data exchange: the RNC will stop transmitting any AMD PDU or STATUS PDU and ignore any incoming AMD PDU, piggybacked STATUS PDU or STATUS PDU. 
The MAC-d layer at the RNC sends a flush request along with the RESET PDU to theNodeB. The NodeB would then flush its internal buffers. 

The reset procedure is completed upon reception of a RESET ACK PDU. The RNC would then perform the following actions after it receives a RESET ACK PDU:
-     submit a RESET ACK PDU to the lower layer

-
reset the state variables to their initial values

-
discard all RLC PDUs in the receiving side of the AM RLC entity

-
discard all RLC SDUs that were transmitted before the reset in the transmitting side of the AM RLC entity

This procedure would not work when the data PDUs are transmitted on more than one link. The RESET ACK PDU would be transmitted only on the primary link, thus only the NodeB in the primary link would be flushed and the other NodeB would have stale RLC PDUs after the reset procedure.
The problem scenario is shown in the following figure. The UE is setup in a SF-DC call with two inter NodeB links, the primary link is over NodeB 1 and the secondary link is over NodeB 2.
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Figure 2. Example of RLC RESET issues

During the reset procedure the primary link, which is NodeB 1, would be flushed, the PDUs with sequence numbers 151 - 200 which are in its internal buffers will be flushed. 
On the other hand NodeB 2’s internal buffers are not flushed, therefore the RLC PDUs with sequence numbers 251 - 300 are still sitting in the NodeB 2 buffers even after the reset procedure is completed. When the RLC receiver entity at the UE gets the PDUs 251 - 300 from NodeB 2, it creates a large hole in the receive window and UE incorrectly NACKs PDUs from sequence numbers 26 - 250. 
The sender assumes that the NAK received are incorrect and triggers another RLC reset. This results in throughput loss and also a call drop when the number of RLC resets reached a maximum reset count.
Optimization proposal

The proposal is to enhance the RLC reset procedure to include these additional steps:
•
The RNC sends a flush request to both NodeBs during a reset procedure

•
The RNC waits for a flush confirmation from both NodeBs and only then complete the reset procedure 

This would effectively ensure that no stale RLC PDUs would be received by the UE after the RESET procedure is complete. The optimized signalling flow is illustrated below.
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Figure 3. Optimized RLC RESET procedure

2.3 Optimizing UE handling of STATUS PDUs 

Problem description

If the RLC transmitter at the RNC keeps track of the sending path of each RLC PDU and knows the successful packet with the last RLC sequence number in each cell, it can distinguish between the flow control skew and physical layer erasure. To do so, the RNC must maintain a mapping between each RLC packet and the Node B queue this RLC packet is sent to. To convey the last RLC sequence number (LSN) in each cell, certain requirements must be placed on the STATUS PDUs used by the UE. 

According to the current RLC AM rules, if all the sequence number gaps between VR(R) and VR(H) can be NAKed in one Status PDU, the LSN in the ACK SUFI can be set to any value between VR(R) and VR(H); if not all the sequence number gaps can be NAKed in one Status PDU due to PDU size limitation, multiple Status PDUs can be constructed and transmitted at the reporting instant, but the LSN in any ACK SUFI in these Status PDUs can only be set to VR(R).  Strictly speaking, if LSN=VR(R) in the ACK SUFI, any sequence numbers which are not included in the NAKed list can not be assumed as ACKed. This may not be an issue for the single-link RLC since the RLC sender is only concerned with what to retransmit and how many packets to keep in its window. With two MAC-ehs flows, the lack of ACK information will hinder the RNC’s ability to infer the LSN in each cell. 
Optimization proposal

The following optimizations can be used to solve the problems above, in particular for the case where LIST is used as SUFI for the UE status feedback. 
1.
Within each LIST SUFI, the NAKed gaps shall be arranged in the ascending order of the RLC sequence number;
2.
Within each LIST SUFI, all the packets between the NAKed gaps are considered ACKed;
3.  In case multiple Status PDUs are generated for the same reporting instant, the LIST SUFI in the subsequent Status PDU shall NAK again at least one packet in the last sequence number gap in the previous Status PDU.
With the first two optimizations, the RNC knows not only the SN of missing PDUs but also the SN of all ACKed PDUs (all PDUs in two consecutive Naked PDUs are Acked). The RNC can then update the LSNs on each cell accordingly.
The third optimization can avoid confusion of the state of PDUs between the last NAKed PDU in the first Status PDU and the first NAKed PDU in the second Status PDU. For example, say PDUs 20, 30, 40, 50 are missing. Without this optimization, the first Status PDU NAKs 20, 30 and 40, while the second Status PDU NAKs 50. When the two Status PDUs arrive at the RNC, the RNC has no information of the PDUs from 41 to 50. Therefore, the RNC cannot update the LSNs on either cell for more than 40 (the last NAK in the first Status PDU). All NAKed PDUs in the second Status PDUs have to be treated as skew.
3  Conclusions and Proposals
Based on the issues and solutions described in the previous section, the following proposals are made to RAN2:
Proposal 1 – Consider the proposed optimizations when defining requirements for an RNC-based inter-NodeB data aggregation operation. In particular, the following requirements may be standardized:
· To avoid out-of-order control PDUs at the UE, 
·     RNC control PDUs should only be sent on the anchor carrier. 
·     At the UE, whenever an RLC control PDU is received on a link that is not the primary link, the RLC layer should drop the PDU
· To avoid issues during network triggered RLC RESET,
·    RNC should send a flush request to both NodeBs during a reset procedure, and wait for a flush confirmation from both NodeBs to complete the reset procedure
· To allow efficient RLC PDU skew handling at the RNC, the UE should follow some optimized SUFI rules:
· 
Within each LIST SUFI, the NAKed gaps shall be arranged in the ascending order of the RLC sequence number

· 
Within each LIST SUFI, all the packets between the NAKed gaps are considered ACKed.
·      In case multiple Status PDUs are generated for the same reporting instant, the LIST SUFI in the subsequent Status PDU shall NAK again at least one packet in the last sequence number gap in the previous Status PDU
Proposal 2 – Send a LS to RAN3 to inform them of the identified potential issues on the UTRAN side, and request their feedback on discussed/agreed RAN2 solutions.
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