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1 Introduction
This document is a email discussion report on MDT Latency Measurement for LTE and UMTS. The purpose of the email discussion is to gain better understanding, in order to be able to decide at next meeting if to have a MDT Latency Measurement or not, and if favourable what character it should have.  
From the chairman notes: 
[77#24] Joint: MDT: Latency Measurements [MediaTek]

-
Use case? What could this information be useful for? GBR/Non-GBR? Per QCI?

-
What to measure? Packet delay? Packet delay budget? Per packet? Average? CDF? Percentiles? What information is required from the UE? What does the eNB provide to Q&M?
 

=>
Intended outcome: Email discussion report

Please note that at RAN2#77 there was an agreement to not have a MDT data loss measurement for rel-11, thus data loss is not explicitly included in the discussion. 
2 Use Case
General Reasoning

Latency will vary naturally in a packet scheduled system due to scheduler implementation, e.g. due to radio-fading-adapted scheduling, variations in load etc. Also DRX, availability of UL access resources etc. will impact latency. 
In general it is the responsibility of the RAN to configure a UE and schedule the UE such that application QoS bounds, loose or strict, could be met.

High Latency may be a sign of
·  Bad radio conditions. At bad radio conditions the number of retransmissions grows, and it could be difficult to meet the offered data rate, leading to buffering delays. If this happens for high priority applications there could be a cell edge performance problem.
·  High load. At high load it could be difficult to meet the offered data rate, leading to buffering delays. If this happens for high priority applications there could be an admission control problem.
For TCP services, they will typically consume the bandwidth they can get hold of and the bit rate would be adjusted to new circumstances. (Very) High latency and data loss will trigger TCP bit-rate/window adaptation. 
VoIP and Video services are typically assumed to have a jitter buffer that is adaptive and works with insertion of error concealment frames and removal of frames. For interactive or conversational services the delay is significant, e.g. for voice (TS 22.105):

When delay > 150ms, the jitter buffer is required to optimize for low delay. 

When delay < 150 ms, the jitter buffer may minimize the error concealment operations.
[image: image1.png]Delay [msec]

%

AMR

NE@S.9, clean, channel 2

250
200
150

100} 1

50

0

2000

Enchto-end delay.
Channel delay

4000 6000 8000

Speech frame number
coF

100

50

il

0 60 60 100 120 140 160 180 200
Delay [msec]




Example Figure from 3GPP TR 26.935, Packet Switched (PS) conversational
multimedia applications; Performance characterization of
default codecs.
For gaming or other applications that are real-time-interactive, the latency may be the primary characteristic determining the QoE. It seems that different games have different sensitivity to latency. For latency sensitive games performance degradation starts to be noticeable already when delay goes above ~60 ms delay whereas other games can handle longer delays. 

Discussion

Proposed discussion points: What could be the use case? What could this information be useful for? Is it useful? What kind of traffic or bearers would it be for: GBR, Non-GBR? Per QCI?

	Company
	Opinions

	MediaTek
	In order to be useful, we think that the definition of a latency measurement should focus on non-TCP problems, i.e. voice video and/or gaming, although the measurement should be general, to apply to bearers with mixed traffic without any need for advanced traffic type discrimination. Latency should be observed per QCI. A latency measurement is for the “end-user QoS” use case in 37.320

	Ericsson
	We agree with MediaTek that the latency measurement is used to support “end-user QoS” use case and is to be observed per QCI.

It would be helpful to observe for all services. It seems unnecessary to limit the measurement to non-TCP as TCP is only a transport protocol and it is not limited to certain applications, e.g. video streaming is today typically carried via TCP (HTTP streaming, DASH, ...). The measurement will be helpful even for non-GBR (maybe not as useful as GBR), where Packet Delay Budgets also exist and we can know whether these budgets are met or not. Also, treating different QCI values in different ways could be more complex from implementation perspective.

We also think that UL and DL shall be observed separately and the latency is only applicable to immediate MDT.

	Nokia Siemens Networks/Nokia Corporation
	We are not convinced that a latency measurement would be useful for MDT. High latency can typically be attributed to poor coverage and/or high traffic load; however, there are existing use cases for MDT and SON to address such issues, e.g. MDT coverage optimization, SON CCO and SON MLB.  Otherwise, latency problems seem to reflect the effectiveness of the scheduling algorithm which is not the scope of MDT.

	CATT
	We also agree that the latency measurement is used to support “end-user QoS” use case and is to be observed per QCI.
Higher latency may have more impact on real-time and short packet delay required traffic. Therefore latency measurement should primarily focus on the Voice and Gaming traffic of real-time and conversational which are not TCP-based. But for TCP based services for which Packet Delay Budgets also exist, they could not be excluded either.

	Samsung
	We somewhat sympathize NSN’s opinion. However, if it is required, we think that it is enough to measure packet delay per QCI.

	Telecom Italia
	We support the introduction of latency measurements. We should elaborate definition(s) for latency as much as possible independent from the type of traffic/ data bearer; however it could be acceptable to start analysing the requirements for non-TCP services. Question for clarification: are also c-plane procedures in scope of this analysis, or we are only addressing user-plane latency (e.g. only DRB)?

	Hitachi
	We also think that the latency measurement is used to support “end-user QoS” use case and is to be observed per QCI.

We agree with Ericsson that there is no need to limit the measurement to e.g. non-TCP and the measurement would be useful for both GBR and non-GBR.

	Huawei
	If a latency measurement is included in MDT we agree that it should be measured per QCI and that it seems too restrictive to limit it to GBR. We tend to agree with NSN/Nokia that the main additional benefit of providing latency measurements beyond the existing MDT measurements would be to reflect the effectiveness of the scheduling algorithm, but we have no strong opinion about including it or not. 

	Kyocera
	We think Latency measurement should be observed per UE’s QCI, but reuse the current architecture and assumptions of MDT QoS measurement as much as possible. And we agree to focus on non-TCP problem. Since TCP would adjust to the available bit rate, packet discard rate should be relatively low and it would not be a problem in most cases.


3 What to measure

PLEASE NOTE that unless otherwise stated it will be assumed that comments and solutions are applicable to both LTE and UMTS. 
Baseline definition from 36.314, for the DL, there is no definition for the UL. 
·  Delay is measured for PDCP SDUs = IP packets. If a packet is segmented the time when the last piece is received is taken into account (i.e. when the IP packet can be reassembled in the receiver).

·  Lost or dropped packets are not assigned any delay value. 

·  Delay is averaged across all PDCP SDUs in a time interval. 

·  The delay is measured from the time when a packet arrives (becomes known to L2) to the time when it is received as indicated by positive HARQ ack.  
Proposal from [1], R2-120506: it is proposed to further study a MDT measurement reflecting the user QoS experience of time sensitive service such as VoIP by measuring packet rate beyond delay budget (performed as packets beyond delay budget / total packets)”.
Proposal from [2], R2-120234: UL user plane latency QoS measurement is based on ENB estimation. No further standardization is required.
Proposal from [3], R2-120772: Add “Average UL PDCP SDU delay” to be the MDT QoS measurement contents collected by UE.
Proposal from previous discussions: Measure UL Delay in the network based on assistant information from the UE (e.g. a UE time stamp).
Discussion

Proposed discussion points: What to measure? Packet delay? Packet delay budget? Per packet? Average? CDF? Percentiles? What information is required from the UE? What does the eNB provide to O&M?

	Company
	Opinions

	MediaTek
	All aspects of the current 36.314 measurement except the averaging seem ok. 
For codec type applications it seems that the jitter-buffer is adapting towards the high-percentile delay, excluding abnormally delayed packets. It would be nice if this could be captured somehow by the latency measurement. 

A possible way would be to assume a histogram counter (i.e. the possible delay range is split into sub-ranges with a counter for each sub-range, and then when the delay for a certain packet falls within a sub-range then the counter for that sub-range is incremented, either by one or by the data volume of the packet). We don’t know if the histogram should be configurable somehow. It should be independent of Packet Delay Budget. The E/// proposal is essentially a histogram with two bins.
For gaming maybe the average delay during the time period is representative, and a histogram counter would be overkill.

If UL delay need to be supported it should be measured in the UE or based on UE assistance information.

	Ericsson
	Measuring on the highest protocol layer in RAN, PDCP, would provide the best latency observations for RAN. Thus, we agree with MediaTek that current 36.314 will be the base line to define the measurements.
The percentage of the packets beyond delay budget will reflect user experience directly and will be most valuable to observe. Observing histogram with multiple bins (>2) seems not so helpful to reflect user experience even if it could be helpful to perform trouble shooting.

We think both UL and DL are needed and we agree with MediaTek that UL delay should be measured in the UE or based on UE assistance information.

	Nokia Siemens Networks/Nokia Corporation
	No latency measurement is needed for MDT in Rel-11 (see comments in section 2).

	CATT
	The ways of measuring packet rate beyond delay budget and especial the histogram counter seem quite accurate to judge and accumulate the time of each packet. Do we need such accurate statistic methods? If so, an exactly statistic method performed by the UE is necessary.

Besides time sensitive services, the delay of other services should also be collected, and the statistic based on UE is more accurate than the SR delay method by the eNB. Therefore, we think different service could apply different statistic methods:

· For time sensitive service such as VoIP or real-time gaming, etc., the high accuracy statistic of packet rate beyond delay budget or histogram counter could be used;
· For non- time sensitive service such as TCP-based e-mail, ftp, etc., an average statistic of “Average UL PDCP SDU delay” performed by the UE could be used, to reduce unnecessary complexity. 

	Samsung
	Packet delay measurement is not likely to result in a significant benefit. However, if it is needed, we would prefer to minimize the specification impact.
We prefer to fully reuse DL packet delay defined in TS36.314. What to measure would be same as in TS36.314. 
Even for UL, we think that the packet delay in TS36.314 could be applied. In other words, UL Packet Delay can be defined as the average delay of a E-RAB, estimated by eNB, between the point of time when SR is received for first PDCP SDU i of a data burst and the point of time when the last piece of the PDCP SDU i is ACKed in HARQ level. Then the problem is that UL packet delay cannot be measured by eNB in direct manner, because the point of time when PDCP SDU i arrives at PDCP is unknown to it. But, there would be a detour that eNB estimates the uplink packet delay. For example, eNB can estimate it by checking when the BSR for a packet is received, or we can use Scheduling Request (SR) reception as the starting point of packet delay for a PDCP SDU.
Finally, we would like to avoid UE assistance. Since packet delay is measured per PDCP SDU per QCI, some reports from UEs would result in heavy signalling overhead.
With this approach, no specification impact would be expected.

	Telecom Italia
	In general the collection methods could be different, depending on how the measurement on Uu interface is correlated with similar measurements on other interfaces. A “per-packet” collection is a more accurate solution (e.g. for real-time gaming), but for other cases the CDF can be sufficient. Further analysis may be necessary

	Hitachi
	We think that current definition in TS 36.314 is a good baseline since the delay measured for PDCP SDUs well reflects user experience. For UL delay, we agree with MediaTek and Ericsson that it should be measured in UE or based on UE assistance information.

	Huawei
	We agree that 36.314 could be used as baseline to define a latency measurement.

Accurate UL delay measurements would require UE involvement in some form. We think it is doubtful whether the accuracy of estimating the UL delay in the network would be sufficient for MDT without any UE assistance information. UE assistance information would be a more flexible solution than measurements in the UE, for example with respect to collecting different statistical properties of the delay. 

	Kyocera
	We think the rate of beyond delay budget for non-TCP packets should be monitored as an indication of user QoS experience.

Regarding UL delay measurement, we have no strong opinion. Although UL delay may be measured by the eNB, we think it would be beneficial to have per user delay measurement, so assistance information from the UE will be necessary if we introduce this feature.


4 Summary and Conclusions
Nine Companies participated in this email discussion

USE CASE:

·  One company + one sympathizing expressed the view that latency is not so important because the problems that causes high latency can be observed by other means.

·  One operator expressed support

·  The rest of the companies expressed that

· Latency measurement is to verify the end-user QoS. 
WHAT TO MEASURE: 
·  Most companies thought that 36.314 can be used as a baseline.

·  Different ways to represent the logged data was proposed; 

· Per-packet trace log, logging the latency of each packet.

· Histogram / CDF style logging, e.g. for codec applications. A special case could be that packets are classified only into two bins: packets that conform to PDB and packets that exceed PDB.

· Average value: e.g. for less latency sensitive services.
· For the UL, UE assistance or UE measurement is needed (one company had a different view). 
RAPPORTEUR CONCLUSION is that if a latency measurement is accepted in rel-11, 
·  36.314 can be used as a baseline. 

·  How to post-process and log the data (per-packet, histogram, average) need to be discussed and decided. 

·  If UL latency is to be measured, at least UL assistance is needed and need to be specified.

Proposal 1: RAN2 to decide if to have a MDT latency measurement or not, for DL and/or UL, in rel-11, taking into account the available 3GPP time for remaining discussions.
If decided yes.

Proposal 2: 36.314 to be used as a baseline, i.e. unless otherwise agreed all details of the latency measurement in 36.314 applies.

Proposal 3: How to post-process and log the data need to be discussed and decided, the following options may be considered: per-packet, histogram, average (as in 36.314).

Proposal 4: If UL latency is to be measured, it shall be measured in the eNB and UE assistance is needed, to implement a measurement similar to the one for DL.
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