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1
Introduction
At RAN2#77, the usage of Scheduled IP Throughput by MDT for the purpose of QoS verification was discussed, and the following agreements were made [1]:

-
Confirm that Scheduled IP throughput is a suitable for end-user QoS verification in LTE MDT.
FFS whether the scheduled IP throughput should be per UE or per RAB/QoS class, group of RABs/QoS classes.

-
As a working assumption, logging of LTE MDT scheduled IP throughput for UL and DL shall be done in the RAN. FFS whether UE assistance is needed.

-
The location information which might come with radio measurement in MDT Rel-10 can be correlated with LTE Scheduled IP throughput measurements (enhancements to obtaining location information are not precluded).

This paper identifies several remaining open issues for using Scheduled IP Throughput for QoS verification, and proposes some solutions.

2
Discussion
2.1
Reporting of Scheduled IP Throughput measurements
According to the definition of Scheduled IP Throughput in [2], a measurement sample is obtained for each data burst that is large enough to require transmission to be split across multiple TTIs.  Therefore, the length of a measurement sample (henceforth called data transmission time of the measurement sample) can vary from one millisecond up to potentially hundreds of seconds, depending on the volume of the data burst and other factors.  This can lead to two potential issues:
-
If the eNB produces one individual entry in an MDT trace file for every measurement sample, a very large number of (smaller-sized) data bursts results in a correspondingly large amount of data at the TCE which could be problematic for the TCE to process.
-
A long data burst transferred while the user is moving is difficult to correlate with location information.  For example, if the UE is travelling at 60km/h and a data burst takes 30 seconds to complete, then 500 meters separate where data transmission began from where the buffer was emptied.  During that period, the eNB can receive multiple location updates but no single set of coordinates accurately reflects where data transmission occurred.
To address the above issues, it would be advantageous to introduce the concept of a measurement period (e.g. “5 seconds”) for Scheduled IP Throughput.  During a measurement period, the eNB performs Scheduled IP Throughput measurements as defined in [2] to obtain one or more measurement samples, which are then averaged over their data transmission times to produce one result.  For data bursts which span measurement periods, each part is treated separatelyfor the purpose of Scheduled IP Throughput calculation, as if the transmission buffer is emptied at the end of one measurement period and a new PDCP SDU is available for transmission at the start of the next (consecutive) measurement period.
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Figure 1: Example of a measurement period that ends during a data burst
Figure 1 above illustrates an example of a measurement period that ends during a data burst.  Two data bursts are shown, with the second data burst spanning measurement periods n and n+1.  In this example, the eNB obtains three measurement samples:

-
measurement sample #1 has data transmission time T1i(n) – T2i(n);

-
measurement sample #2 has data transmission time T1i+1(n) – T2i+1(n);

-
measurement sample #3 has data transmission time T1i(n+1) – T2i(n+1);

Therefore, measurement samples #1 and #2 are averaged together over their data transmission times to yield measurement result n, while measurement sample #3 is the value for measurement result n+1. 
The benefits of a measurement period are a reduction in the number of measurement samples generated by shorter data bursts, and splitting long data bursts to enable more accurate correlation with location.
Proposal 1:
The eNB shall produce a single Scheduled IP Throughput measurement result per measurement period, by obtaining one or more measurement samples according to [2] during the measurement period and then averaging them over the data transmission times.
Proposal 2:
For a data burst that spans measurement periods, the eNB splits the data burst at the measurement period boundary for the purposes of Scheduled IP Throughput calculation, to yield multiple measurement samples (one for each measurement period).

As described by Proposal 2, if a measurement period ends during a data burst, then the next measurement period must begin immediately in order to capture the next measurement sample for the data burst that is being split.  However, if a measurement period does not end during a data burst, then there is no need for the next measurement period to begin until the next data transmission.  This means that measurement periods may or may not occur at regular intervals depending on the occurrence of data bursts and on eNB implementation.
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Figure 2: Example of a measurement period that does not end during a data burst
Figure 2 above illustrates an example where a 5 second measurement period n ends at time T+5.  Since there is no data transmission at T+5 in this scenario, the next measurement period may begin immediately at time T+5 (case a), or may be shifted to begin at time T+5+ (case b) when the next data transmission begins.  In either case, no measurement samples are missed, and it should be left to eNB implementation to determine the exact starting point for a measurement period in such scenarios.
Proposal 3:
There is no requirement for measurement periods to begin at regular intervals, as long as all Scheduled IP Throughput measurement samples are captured.
Regarding the length of a measurement period, one important consideration is to ensure that each measurement result can be accurately correlated with location information.  If, for example, it is desirable to ensure that the user’s location does not change more than 50 meters during a measurement period, then the length could be 60 seconds if low mobility is assumed (3 km/h), or 1 second if high mobility is possible (120 km/h or more).
Proposal 4:
The length of the measurement period should be configurable by OAM, and values on the order of 1024ms, 2048ms, 5120ms, and 10240ms shall be supported (which also aligns with some values of reportInterval for periodic M1+location).  Longer values are FFS.
The Scheduled IP Throughput as defined in [2] is performed per QCI per UE.  However, the main objective of the use case is to measure the achievable data rate when the radio interface is the bottleneck, and in this case there does not appear to be a need to capture throughput per QCI which is dependent on the detailed scheduling mechanism utilized by the eNB at the time when the measurement is performed. Also, collecting the data per QCI could unnecessarily increase the quantity of data being sent to the TCE, if in the end the data ends up being aggregated anyway.  Therefore, as a baseline Scheduled IP Throughput per-UE should be supported
Proposal 5:
Per-UE Scheduled IP Throughput measurement should be the baseline for MDT QoS verification.
2.2
Correlation with Location Information
Independent of the Scheduled IP Throughput measurements, the eNB can configure the UE to include detailed location information (i.e. latitude and longitude coordinates) in periodic MeasurementReport messages.  In Rel-10, the UE includes the location coordinates only if “available” according to UE implementation, which means that location coordinates may be included in MeasurementReport messages at regular intervals, irregular intervals, or not at all.  

Since the objective of the use case is to determine the achieved throughput at a given location, it is necessary to associate each Scheduled IP Throughput measurement result (corresponding to a measurement period) with location information that truly reflects where the data was transferred.   However, the correlation between location information and measurement results can depend on several factors such as the length of the measurement period, the frequency of location updates, the speed of the UE, and the desired location accuracy of the operator.  For example, if the measurement period and location update interval are both short (e.g. 1 second), then a measurement result is always closely correlated with the most recent location information even for high speed UEs.  However, as the measurement period and/or location update interval increases, the UE speed can significantly impact the correlation strategy.   
There are two basic options for associating the Scheduled IP Throughput measurement results with location information:

Option #1 (eNB-based):
The eNB includes a Scheduled IP Throughput measurement and the corresponding location information in the same entry of the MDT trace file.
Option #2 (TCE-based):
The eNB produces separate entries for measurement results and location information, in the same or different MDT trace files; it is left to the TCE to process the trace files and determine which entries should be associated (e.g. based on timestamps, etc).

Some advantages and disadvantages of the two options are summarized in Table 1 below.

Table 1: Location correlation options
	
	Advantages
	Disadvantages

	Option #1: eNB-based
	· Less processing needed at TCE; in some scenarios, all of the relevant data for a use case is bundled in a single entry of the trace file.
· Works best for on-demand / requested location, where location updates can occur periodically and thus simplify the correlation strategy (e.g. “always use latest location info received during measurement period”).
	· Less flexible due to stricter processing constraints at eNB; works primarily in scenarios where correlation strategy is very simple.
· Correlation is impacted by the configuration of measurement period, which impact the processing at eNB

	Option #2: TCE-based
	· More flexible since processing does not need to be real time.
· Works best for “best effort” location, since location updates may occur irregularly and therefore a more complex correlation strategy may be needed.
· The location info could be utilized by multiple use cases, i.e., no need to send the same location info for different use cases, e.g. QoS verification, UL coverage optimization, etc.
	· More processing load on TCE to process the  raw data
· Potentially requires additional information to be recorded (e.g. timestamps, etc)


The eNB-based option can work well as long as the processing impacts are not too significant.  For example, if location is being periodically updated at intervals at least as short as the measurement period, then the eNB can simply associate each measurement result with the latest received location information.  But this scenario can only be guaranteed in case of on-demand / requested location.
In other scenarios, e.g. infrequent or irregular location information, the TCE-based option may be better due to its ability for more complex post-processing of the data.
Proposal 6:
It is up to eNB implementation if correlation occurs at the eNB, and if so, how the correlation is performed.  If correlation is not performed by the eNB, then it shall be performed at the TCE.
3
Conclusion
This paper has discussed reporting of Scheduled IP Throughput measurements and correlation with location information.  The following is proposed:
Proposal 1:
The eNB shall produce a single Scheduled IP Throughput measurement result per measurement period, by obtaining one or more measurement samples according to [2] during the measurement period and then averaging them over the data transmission times.

Proposal 2:
For a data burst that spans measurement periods, the eNB splits the data burst at the measurement period boundary for the purposes of Scheduled IP Throughput calculation, to yield multiple measurement samples (one for each measurement period).

Proposal 3:
There is no requirement for measurement periods to begin at regular intervals, as long as all Scheduled IP Throughput measurement samples are captured.
Proposal 4:
The length of the measurement period should be configurable by OAM, and values on the order of 1024ms, 2048ms, 5120ms, and 10240ms shall be supported (which also aligns with some values of reportInterval for periodic M1+location).  Longer values are FFS.

Proposal 5:
Per-UE Scheduled IP Throughput measurement should be the baseline for MDT QoS verification.

Proposal 6:
It is up to eNB implementation if correlation occurs at the eNB, and if so, how the correlation is performed.  If correlation is not performed by the eNB, then it shall be performed at the TCE.
The above proposals have impacts to SA5 specifications, so an LS should be sent to SA5 to summarize the RAN2 agreements.
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