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1   Introduction
The RACH failure on PCell is one of triggers for RLF. Considering RACH on SCell will be introduced in R11 for multiple TA case, in this paper we discuss how to handle RACH failure on SCell.
2   Discussion
In R8/9/10, the handling of RACH failure on PCell is:

· MAC layer: when the number of RA preamble transmissions reaches preambleTransMax, the UE should indicate Random Access problem to upper layers, and continue RACH procedure, i.e. transmit the preamble.  

· RRC layer: 
-
If neither T300,T301,T304 nor T311 is  running, when receives RACH problem indicated from MAC, the RRC layer will trigger reestablishment if AS security has been activated, otherwise the UE will enter RRC_IDLE directly; else:
-
The RRC layer will do different handling if corresponding Timer expired;
-
 Finally, the RACH procedure will be stopped.
There is no special RACH stop mechanism in MAC when the number of RA preamble transmissions reaches preambleTransMax because the RACH procedure can be stopped by further RRC procedure.

For MTA three issues should be considered:

1 shall reestablishment be triggered for SCell RACH failure?

2 how to handle the RA preamble transmission procedure in case of SCell RACH failure?

3 how to handle the TAG upon SCell RACH failure [4]? 
2.1   Shall reestablishment be triggered for SCell RACH failure?
According to [1], the random access procedure is performed for the six events and [2] proposed to add a new event for TA management for sTAG. We analyze in which scenarios the RACH could be triggered on SCell in table 1:
Table 1: Scenarios of RACH trigger on SCell
	Scenarios
	Possbile or not?
	reason

	Initial access from RRC_IDLE;
	No
	No SCell at all;

	RRC Connection Re-establishment procedure;
	No
	No SCell at all;

	Handover;
	No
	SCell is deactivated;

	DL data arrival during RRC_CONNECTED requiring random access procedure;
	No
	PUCCH is only in PCell, DL data can not be transferred if PCell is out of sync.

	UL data arrival during RRC_CONNECTED requiring random access procedure;
	No
	RAN2 has agreed that “the UE does not initiate a RA procedure on a SCell in case of new UL data.”

	For positioning purpose during RRC_CONNECTED requiring random access procedure;
	No
	For the moment, positioning can only be performed in PCell. 

	TAG management, e.g. UL data throughput increases, more ULs of SCells are needed when SCell only TAG is out of sync;
	Yes
	


From above table, RACH on SCell is likely only triggered when sTAG is out of sync. The RACH on SCell is mainly used to synchronize sTAG for high UL data throughput. In this case, normally PCell is in sync. It does not make sense to trigger reestablishment for SCell RACH failure because it will impact user experience due to unexpected service interruption if we introduce such unnecessary reestablishment procedure. To achieve high UL data throughput, the eNB can configure other suitable SCells if available. Therefore the reestablishment is undesirable.
Proposal 1: The UE shall not trigger reestablishment procedure for SCell RACH failure.
2.2   How to handle the RA preamble transmission procedure in case of SCell RACH failure?
In R8/9/10, when the number of RA preamble transmissions reaches preambleTransMax, the RACH procedure can be stopped by further RRC procedure. However, RACH on SCell is unrelated to initial setup/HO/ reestablishment procedure; no further RRC procedure can be used to stop it. Three options can be considered:

Alt1: report SCell RACH failure to the eNB;

The UE reports SCell RACH failure info to the eNB, and then the eNB deactivates SCell or releases SCell to stop preamble transmission and may trigger RACH procedure on another SCell. With this indicator, the eNB can know the SCell RACH failure in time especially for CBRA case. Therefore the eNB can handle it quickly. However, this solution will impact specification too much:
-
UE MAC layer need to indicate the RRC layer that the RACH failure was caused by SCell RACH;

-
A new RRC procedure has to be introduced;
Alt2: SCell RACH failure handled by the eNB without UE assistance; 

When the eNB detects SCell RACH failure itself, the eNB should deactivate or release the SCell in order to stop preamble transmission. The eNB may not know the RACH failure in time based on “preambleTransMax” for CBRA case. However considering the RACH procedure on SCell is not urgent. The small ambiguous time can be acceptable. The specification impact of this solution is that the UE MAC should not report RACH failure to RRC layer for SCell RACH failure.
Alt 3: SCell RACH failure handled by the UE itself;

When the number of RA preamble transmissions reaches preambleTransMax, the UE stops preamble transmission itself.
With this solution, no network assistance is needed. The UE can stops preamble transmission itself. And it can avoid unnecessary preamble transmission; However the preamble transmission can only be stopped by MAC reset, deactivated and release according to the current specification. It will introduce a new trigger. 

Considering anyway the network should handle SCell RACH failure case even if the UE can stop preamble  transmission itself. It is better to leave it to the eNB implementation, i.e. Alt2.
Proposal 2: The RACH failure handling should be handled by the eNB.
In addition, “Random Access problem” is mainly used by RRC layer to trigger reestablishment procedure. According to above analysis, it is unnecessary to trigger reestablishment for RACH failure on SCell and the eNB can handle RACH failure on SCell itself, therefore it is useless to report SCell RACH failure to RRC layer inside UE.

Proposal 2bis: The UE shall not report “Random Access problem” to upper layers for SCell RACH failure case.
2.3   How to handle the sTAG upon SCell RACH failure?
In [4], sTAG handling upon SCell RACH failure was discussion. The issue is if the sTAG should be changed to out of sync upon SCell RACH failure. Two cases were listed in [4]:
Case 1: The sTAG is out of sync when the eNB triggers RACH;

In this case, the sTAG is still out of sync if the RACH is failed;

Case 2: The sTAG is in sync when the eNB triggers RACH;

In this case, if there is another SCell in this TAG, the eNB could trigger RACH in another SCell for sync purpose. The SCells in sTAG can still be in sync if the RACH in another cell is successful. Or maybe another SCell is still in sync, therefore no additional work is needed. It is undesirable to change the SCells in sTAG status from sync to out of sync by the UE itself. If there is only one SCell in the sTAG, it still could be solved by the eNB, e.g. the eNB can release UL of that SCell or remove the SRS and stop schedule UL resources of that SCell. Therefore we propose:

Proposal 3: The sync status of SCells in sTAG shall not be changed by the UE itself upon SCell RACH failure.
3   Conclusion
In this contribution, we analyse how to handle RACH failure for MTA case. Based on analysis, we propose:

Proposal 1: The UE shall not trigger reestablishment procedure for SCell RACH failure.

Proposal 2: The RACH failure handling should be handled by the eNB.
Proposal 2bis: The UE shall not report “Random Access problem” to upper layers for SCell RACH failure case.
Proposal 3: The sync status of SCells in sTAG shall not be changed by the UE itself upon SCell RACH failure.
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