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1. Introduction
For MF-HSDPA inter-NodeB aggregation, it was agreed at RAN2#76 that RNC-centric skew recognizing scheme should be always allowed, while UE-centric skew recognizing scheme may possibly come to co-work in addition upon NW’s activation, so that skew based NACKs and some number of unnecessary UL status PDUs generated by UE can be avoided. For benefiting from the advantages that UE-centric skew recognizing scheme brings, we wanna shed our considerations on it in this contribution.
2. Discussions
So far, there are mainly two types of UE-centric skew recognizing schemes as proposed in [1] and [2] respectively. The first scheme in [1] enables UE to defer UL transmission of its status PDUs containing NACKs for fixed period of time, but UE can not be aware about whether those NACKs associated RLC PDUs being genuinely lost or skewed; In contrast, the second scheme in [2] is more complicated and enables UE to distinguish the genuinely lost and skewed RLC PDUs by tracing from which RL each DL RLC PDU is received, as consequence UE can avoid sending UL status PDUs containing “Fake NACKs” more rationally. 
The pros and cons of either skew fully aware or skew non-aware scheme on UE side have been discussed, and both aim to avoid sending UL status PDUs containing “Fake NACKs” as much as possible, so further prevent RNC from retransmitting not genuinely lost RLC PDUs unnecessarily. With RAN2 agreeing to introduce RNC-centric skew recognizing scheme (may purely implemented by NW vendor in non standardised wise), it becomes more clear that the requirement for UE making rational report of UL status PDUs containing NACKs can be relaxed to some degree, as RNC can anyway fully or partially identify “Fake NACKs”. Hence we tend to agree that skew fully aware scheme on UE side as proposed in [2] is not necessarily, but could be left to UE internal implementation.
Proposal 1: To conclude that skew fully aware scheme on UE side is not necessarily to be specified.
With either one or multiple NACKDelayTimer, UE defers transmission of its UL status PDU containing both ACK&NACK until (all) NACKDelayTimer expires. During that period of time, UE fulfils some or all of its RLC SN gaps in parallel to receiving more RLC PDUs with bigger SN, which in turn potentially increases or brings new RLC SN gaps. It is our understanding that NACKDelayTimer is effective means preventing UE from sending “Fake NACKs”, but normally can not avoid “Fake NACKs” completely in practice. The length of NACKDelayTimer (either semi-statically or dynamically configured) should be compromising with optimal DL throughput via inter-NodeB MF-HSDPA aggregation.

Intuitively, if NACKDelayTimer is set to one value big enough, and the RLC buffer size on both NW and UE side is big enough, then UE can avoid “Fake NACKs” resulted from skewed RLC PDUs completely. However, it is impossible to do so in practice, as RNC needs UE’s UL status PDU reports in order to push RLC transmission window moving forward and also flush the buffered ACKed transmitted data for new data. Hence, large NACKDelayTimer value may deteriorate DL throughput for delayed status PDU reports sometimes.

On the other extreme, if NACKDelayTimer is set to one small value, it shall not prevent UE from sending “Fake NACKs” much in UL status PDUs, but NW may increase the level of RLC retransmission buffer unnecessarily, as NW may not be sure about “Fake NACKs” within short analysis timing period, so it requires more buffer resources reserved on NW side. Besides, if RNC failed to identify “Fake NACKs”, RNC shall retransmit some RLC PDUs which will be successfully received by UE duplicated, which in turn degrades the DL throughput performance.
Hence it is our view that the value of NACKDelayTimer should be keen on factors such as RLC transmission window size, available RLC buffer resource as well as Iub flow control tightness etc. In order to achieve optimal DL throughput via inter-NodeB MF-HSDPA aggregation, the value of NACKDelayTimer had better be dynamically changed over time.
As one preliminary idea for optimised usage of NACKDelayTimer, we are suggesting the mechanism as follows:
Initial: UE enters MF-HSDPA inter-NodeB aggregation mode.
Step 1: If necessary, RNC configures UE with NACKDelayTimer of certain initial value (By default equal 0), and the exact initial value can be subject to RRM tactics. With the varying qualities of two involved RLs as well as NBs’ scheduling, the NACKDelayTimer may not always be adapted to the optimal DL throughput. The main reasons have been illustrated as above, and some basic measures can be conducted for improvement:
If RNC identifies the number of “Fake NACKs” (if RNC can fully identify “Fake NACKs”) or normal NACKs (if RNC can only partially identify “Fake NACKs”) exceeding certain threshold within analysis timing period, and RNC may assume that current NACKDelayTimer is short, so increases the value of NACKDelayTimer with some delta value, otherwise, RNC may decrease the value of NACKDelayTimer with that delta.
If the RLC transmission window is stalled on RNC side due to lack of UL status PDU or the RLC transmission buffer level exceeds certain threshold, RNC may need to decrease the value of NACKDelayTimer with some delta.

Step 2-a: RNC may reconfigure NACKDelayTimer via DL dedicated message such XXX reconfiguration message. This may cause extra signalling dedicated for NACKDelayTimer purpose, so is proposed to be done associated with DL dedicated message for other purposes. Such RNC-centric NACKDelayTimer tuning is more per implementation, also looks more static.
Proposal 2: To confirm that static NACKDelayTimer tuning via RRC dedicated message is needed.
Compared with above static NACKDelayTimer tuning method, UE autonomous dynamic NACKDelayTimer tuning method looks more attractive and advantageous, and requires no extra RRC signalling.
UE needs to trace the reception results for each RLC PDU of one RLC SN period, e.g. 0-255. If UE observed that the same RLC PDUs within one SN period have been correctly received more than once, it implies that RNC did not identify the “Fake NACKs” and made duplicated RLC PDUs retransmission, hence UE may assume that current NACKDelayTimer is short, so increases the value of NACKDelayTimer with some delta value autonomously. If no or less duplicated RLC PDUs are received, UE shall decrease the value of NACKDelayTimer with that delta autonomously.
UE may also adjust the NACKDelayTimer autonomously according to other criteria, such as: number of RLC SN gaps, gap existing duration time etc.

Step 2-b: UE may adjust the NACKDelayTimer autonomously without informing NW. Such method enables UE to maintain one optimised NACKDelayTimer value over time, and minimize degrading DL throughput.
Proposal 3: To study the necessity and complexity of optimised usage of NACKDelayTimer on UE side.
3. Conclusions
In this contribution, we shed some considerations on UE-centric skew recognizing scheme, especially regarding the optimised usage of NACKDelayTimer. RAN2 is kindly asked to discuss following proposals:
Proposal 1: To conclude that skew fully aware scheme on UE side is not necessarily to be specified.
Proposal 2: To confirm that static NACKDelayTimer tuning via RRC dedicated message is needed.
Proposal 3: To study the necessity and complexity of optimised usage of NACKDelayTimer on UE side.
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