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1. Introduction

On traffic scenarios, the agreement made at RAN2 #75 was that background traffic is considered as first priority for eDDA (Enhancements for Diverse Data Applications) WI [1]. For background traffic of several applications (e.g., Facebook on Firefox and Skype), CDFs of inter-arrival times and packet sizes were captured in the latest eDDA TR 36.822 [2]. However, from the viewpoint of background traffic of OS itself, it seems to have different behaviours from background traffic of applications. Despite a difference of such behaviours, CDFs of background traffic from OS itself have not been clarified yet. Hence this paper is aimed to clarify CDFs of background traffic of OS itself and to discuss whether such CDFs are needed for this eDDA WI.
2. Discussion
According to the latest discussions of background traffic in [2], inter-arrival times of light background traffic can be assumed to be typically less than 100 seconds and the mean volume of data can be assumed to be from 5 Bytes/s through 250 Bytes/s. Unlike such assumptions of light background traffic, background traffic from Android OS itself seems to have longer inter-arrival times and smaller volume of data. In our observations, by default the Android OS (the terminal we used was installed with Android OS v2.3.3) generated bursts with 3 packets (2 UL packets and 1 DL packets totalling 206 Bytes) every 28 minutes typically, as shown in Figures 1 and 2, for keeping TCP connection that ensures connectivity between a smartphone and a Google’s notification server in order to notify state changes immediately.
From the viewpoint of inter-arrival times, a burst consists of sequential 3 packets that come within 2 seconds, while bursts come every 28 minutes as shown in Figure 3. This feature can be seen in CDF in Figure 4 that shows two peaks in 2 seconds and 28 minutes. On the other hand, from the viewpoint of packet size, there are two types of packets as shown in Figure 3: one third of packets in a burst is a TCP ACK packet with 52 Bytes of IP datagram, and two-thirds of packets in a burst are TCP ACK PSH packets with 77 Bytes of IP datagram. This feature can be seen in CDF in Figure 5 that shows two peaks in 52 Bytes and 77 Bytes.
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Figure 1: Packet per second time-series
	[image: image2.emf]


Packet per second time−series



Time [min]



Pa
ck



et
s 



pe
r s



ec



28.0 28.5 29.0 29.5 30.0



0
1



2
3



4











Figure 2: Packet per second time-series (zoomed)
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Figure 3: Packet sequence of background traffic from Android OS itself
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Figure 3: Inter-arrival time CDF
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Figure 4: IP packet size CDF


As shown above, a smartphone installed with the Android OS generates traffic (burst of 3 packets) once every 28 minutes where the traffic burst only lasts for about 2 seconds, even without any traffic due to applications / user activity. 
If the RRC connection can be released right after the traffic burst finishes, the time a UE will stay in Connected state for this traffic is only 103 seconds in a day. However, in LTE systems, the RRC connection release is initiated by eNBs, and the eNBs are not aware of the traffic type that is being handled. In this sense, a typical eNB implementation will employ a traffic inactivity timer, in which the eNB will initiate RRC connection release only after it detects that there is no traffic for the time of this traffic inactivity timer. If the length of this traffic inactivity timer is set to 2 minutes / 1 minutes / 30 seconds, the time a UE will stay in Connected state during 1 day only for this Android OS background traffic will be 105 minutes / 53 minutes / 27 minutes, respectively.
It is noted that one must be cautious in using short traffic inactivity timer values as this will increase the number of signaling for Idle->Connected transitions for those cases where the RRC connection is released between inter-packet arrival / reading times.

As such, UEs may be kept in Connected state for a much longer time than the time it actually needs to transfer data, which could have the following negative impacts:

· Higher number of simultaneous RRC connections in a cell / eNB site

· Increased handover signaling
Observation 1: Background traffic of the OS itself may have unique characteristics that may have negative impacts to system performance.
One simple solution to address the above may be to just adopt the fast dormancy concept also in LTE. However, the actual system performance analysis and enhancement techniques can be discussed in the coming meetings. At this moment, we think that it is important to acknowledge that the background traffic of the OS itself has different characteristics from application background traffic. And furthermore, that due to such a different behavior, they should be taken into account separately, as this may bring a different angle to the system performance impact analysis and possible enhancement techniques to be studied within the eDDA WI. Hence, the following is proposed:
Proposal 1: Background traffic from OS itself should be taken into account separately from background traffic from applications.
3. Summary and proposal
This paper clarified the different behaviour of background traffic from OS itself compared to background traffic from applications and proposed that such background traffic should be taken into account separately to study the system performance impact analysis and possible enhancement techniques from a different point of view. In conclusion, the observation and the proposals are following:
Observation 1: Background traffic of the OS itself may have unique characteristics that may have negative impacts to system performance.
Proposal 1: Background traffic from OS itself should be taken into account separately from background traffic from applications.
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