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Introduction
In RAN2#75 after discussion it is agreed that background traffic analysis is of high importance.  This includes traffic from unattended phone with applications not in “active phase”. One of the main components of background traffic is due to keep-alive messages. In this document we analyse what are the causes of frequent keep-alive messages and related activities in other domains to limit the effect?
Discussion
For the work item of RAN enhancements for diverse data applications following consensus was achieved after RAN2#75Bis [1].

	Agreements:

1) Traffic scenarios to consider initially:

     A) Background traffic: i.e. traffic from unattended phone with applications not in "active phase" (i.e. no email retrieval, no IM sending,...)

     B)
IM (including IM background)

2) Non-top priority:

    C) Gaming 

    D) Interactive content pull
    E) Video download (HTTP streaming)

3) Focus should be on smartphone behaviour rather than PC behaviour.


One of the main components of background traffic is keep-alive messages which are short and frequent. These keep-alive messages are because of the presence of middle boxes i.e. NAT (Network Address Translators) and Firewall in the cellular network. 

NAT is connected to limited number of publicly routable IP address and translate the local IP addresses used inside the cellular NW to the public address. This way NW can provide data services to large number of users through small number of public addresses. NAT keeps track of active connections so that it is able to translate incoming packets to correct local addresses [2]. Firewalls are deployed in cellular NW to protect the users from various types of attacks. Typically only the entities inside the cellular networks are allowed to initiate a new connection. Packets coming from outside the NW are dropped unless they are part of existing connection. Timers are used to disconnect connections which are idle for long. The configuration of expiry timer is a trade-off between frequency of keep-alive messages, large amount of memory required to maintain the state of already ended connections and exposure of user port, available number of public IP address etc. The expiry timer values vary to a large extent from operator to operator [3]. Application developers are usually not aware of the configurations and choose very conservative values for keep-alive messages. This knowledge mismatch is cause of the much higher frequency of keep-alive messages than actually required. However there are several interesting directions are emerging from various domains such as:
1. SDKs of platforms provide means to have long lived connection and Developer can use single long lived connections to send messages from several applications [4][5]. Because of this developers don’t have to deal with different timer values in different NW.
2. It is found that some operators are setting relatively high timeout values for certain ports as an optimisation e.g. for Google’s push service framework [3]. 

3. Batch scheduling of recurrent applications as provided by platforms [6]. Developers can for example in android can use API “inexact repeating” because of this platform perform time alignment of schedules multiple such applications in such a way that if those applications have to send messages then they can be sent in one stretch.
4. There is a possibility that a module (as application or part of platform) can be introduced in future to perform NAT traversal and firewall policy detection by UE for the current NW. Using this knowledge keep-alive frequencies can be reduced [3]. 
5. IETF BEHAVE working group recommend a timeout value for 124 minutes for TCP [3] where as currently NWs are using much smaller values which can probably be increased in due course of time by NW.
6. NATs will not be generally needed for IPv6. However it will still be required for firewall [3]. Atleast it will relax the timeout value as NW don’t have to bother about available limited public IP addresses.

7. It is possible that UE can negotiate with NW for longer timeout using some signalling protocols such as NSIS or SIMCO [3]. However they are not currently much supported.
8. Users can monitor the network usage by application and they may choose to uninstall the applications which is using network out of proportion. This trend will force app developers to develope more efficient applications.

Observation 1: There are some possibilities from various domains to reduce the frequency of keep-alive messages to some extent. However these possibilities may take time to be widespread.

Observation 2: Large number of UEs and badly written applications will still be causing issues in terms of total number of small frequent messages for NW signalling overload. 

Proposal 1: “Efforts are under way to decrease the need/frequency for keep-alive packets for NAT/Firewalls, however given the complexity of the issue, the number of impacted entities, it is expected that for quite some time keep alive packet periodicity will be relatively low.”
Proposal

In this contribution, we have analysed the cause of frequent keep-alive messages and efforts underway in different domains to reduce the keep-alive periodicity. We propose:
Proposal 1: “Efforts are under way to decrease the need/frequency for keep-alive packets for NAT/Firewalls, however given the complexity of the issue, the number of impacted entities, it is expected that for quite some time keep alive packet periodicity will be relatively low.”
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